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FOREWORD

Over the ages, human communities have had little or no effect on the Earth’s
global climate. Humans have accounted for only a small part of all of the
species on the planet, and their activities have been essentially benign relative
to the global atmosphere. Historically, communities were small and distant
from each other and transportation was slow and difficult. Very little energy
was consumed, with the burden of work being carried by humans and their
domesticated animals with the assistance of elementary machinery.

Science and technology paved the way for the rapid societal changes of the
20th century. With the development of transportation and communication
systems plus the machinery for industrial and agricultural production, global
energy consumption grew by more than 10-fold from 770 million metric tons
(10'® grams) of coal equivalent {mmtce) in 1900 to more than 9000 mmtce in
1984. Most of this energy was produced by burning fossil fuels. The world’s
population increased by threefold during the same period from 1.6 billion to
4.8 billion. (The American billion, 10°, is the same as the British milliard,
10°.) Urbanization, which resulted in a major increase in demand for energy,
recorded an almost 20-fold increase in 84 years, as measured by the number
of urban areas with populations greater than 1 million, expanding from 13
to 247 worldwide.

This immense increase in energy use is changing the layer of gases that
constitutes the Earth’s atmosphere, which in turn controls global climate.
So, for the first time in the planet’s history, humans are truly involved in a
change of their environment.

Carbon dioxide (CO;), a naturally occurring constituent of the atmo-
sphere, is also the product of human activities—the burning of fossil fuels
for energy and the clearing of land for agriculture and urbanization. Toward
the end of the 19th century, Arrhenius calculated that a doubling of the CO,
concentration would raise the average temperature by 5 or 6°C. Chamber-
lain later developed a hypothesis that related causes of glacial periods and
the depletion of the atmospheric CO; concentration. Tolman, a student of
Chamberlain, described the basic roles of the ocean in absorbing atmospheric
CO, and moving and storing it globally.

Another important role of CO, was also recognized more than a century
ago. Von Liebig demonstrated that plants get their carbon for photosynthesis
and growth from the air. By this process, a relative atmospheric constancy
is maintained where assimilation by plants is roughly balanced by CO. ex-
halation by animals. This notion of constancy became dogma until modern
measurements clearly showed a change in the atmospheric concentration of
CO, due to human intervention.

It is now known that the atmospheric CO, concentration in 1900 was
approximately 300 parts per million by volume (ppm) (indicated by recent
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measurements of glacial ice cores by Oeschger). However, it wasn’t until
1938 that Callendar presented the first substantive data showing that the
concentration of CO, in the atmosphere was increasing and suggested that
the increase might affect the Earth’s climate. After another 20 years Keeling
began to monitor the atmospheric CO, concentration at the Mauna Loa Ob-
servatory in Hawaii. The measurements of atmospheric CO, in 1958 showed
the annual average concentration was 316 ppm; it was approximately 345
ppm in 1985. Plass outlined theories to explain the relationship between
atmospheric CO, and climate in 1956, and, soon after, Revelle and Suess de-
scribed the relationship between CO, in the atmosphere and in the oceans,
and Kaplan enlarged upon the role of CO; in the atmosphere in terms of the
global heat balance.

In 1977 leading scientists assembled in Miami Beach, Florida, to dis-
cuss the current understanding of the carbon cycle, that is, the dynamics
of carbon exchanges within the Earth’s atmosphere, land, and oceans that
determine the atmospheric CO, concentration. They also reviewed possible
consequences of increases in atmospheric CO;. In addition, they identified
significant gaps in the knowledge base and made recommendations for re-
search.

Since then, significant research has been carried out by the international
scientific community. The Department of Energy (DOE), the lead United
States agency in the study of CO,, and other agencies including the National
Science Foundation, National Oceanic and Atmospheric Administration, Na-
tional Aeronautics and Space Administration, United States Geological Sur-
vey, United State Department of Agriculture, and Environmental Protection
Agency, following the recommendations of the science community, have con-
ducted and supported research activities in universities, national laboratories,
industry, and other institutions.

Looking forward to the 21st century, the DOE believed it was important
to “take an accounting” to see how far this considerable effort had come
in 8 years in answering the questions that were previously posed and in
determining future research directions. Accordingly, the Carbon Dioxide
Research Division, Office of Basic Energy Sciences, of the DOE is publishing
this series of four State-of-the-Art (SOA) volumes:

o Projecting the Climatic Effects of Increasing Carbon Diozide-—to project
the magnitude and rate of the potential climate changes that could result
from the increasing atmospheric CO, concentration.

e Detecting the Climatic Effects of Increasing Carbon Diozide—to detect
the changes in climate resulting from the increasing atmospheric CO,
concentration and to isolate the climate changes from those caused by
other contributing factors (natural or anthropogenic).

e Atmospheric Carbon Diozide and the Global Carbon Cycle—to under-
stand the mechanics of and quantify the sources, sinks, and exchanges
of carbon between all elements of the global carbon system—the atmo-
sphere, the biosphere, the oceans—including anthropogenic effects.

e Direct Effects of Increasing Carbon Diozide on Vegetation—to determine
the plant response to increased atmospheric CO, and develop the capa-
bility to predict crop and ecosystem responses to CO, enrichment.

An index and cross-reference volume accompanies the set of volumes.
Two companion reports are also being published:

o Characterization of Information Requirements for Studies of CO, Effects:
Water Resources, Agriculture, Fisheries, Forests, and Human Health.

vi Projecting the Climatic Effects of Increasing Carbon Diozide




o Glaciers, Ice Sheets, and Sea Level: Effects of a CO;-Induced Climatic

Change, from the National Research Council’s (NRC) Committee on

‘ Glaciology of the Polar Research Board.
These complementary reports aid in ensuring that “the accounting” of CO,
research activities for the past years encompasses the entire spectrum of
research.

The SOAs document what is known, unknown, and uncertain about CO,
data, analyses, and modeling capabilities. They outline potential avenues
of research for reducing critical unknowns and uncertainties. More than
70 scientists from five nations have participated in the preparation of these
volumes. Each chapter and each complete SOA volume has gone through
extensive peer review by the American Association for the Advancement of
Science (AAAS); this review, however, does not imply that AAAS endorses
the statements or recommendations presented in these volumes.

These technical reports provide the basis for a Statement-of-Findings
(SOF) report. While studies over the last several years have clearly shown
that increasing CO, concentrations have the potential for significant impacts
on our physical environment, these studies have not yet provided an adequate
basis for addressing questions about the fundamental relationships between
the benefits and impacts of various energy systems on society’s activities.
The SOF will summarize what we know and do not know and the degree
of certainty of our knowledge. It will also present the rationale for further
studies. These studies will be needed to provide an accurate scientific basis
for assessments of the potential impacts of energy-related activities.

The citizens of today’s nations have the responsibility for the steward-
ship of all the Earth, including their actions which may affect its climate.
Exercising this responsibility requires an understanding of atmospheric CO,
and its effects. Once understood, stewardship then becomes nurturing rather
than unrecognized neglect.

Scientists have created the building blocks for this understanding, and
the scientific community has recognized its responsibility to more fully un-
derstand CO2-induced effects on our global environment. Through research,
as we look towards the 21st century, the application of science will ensure
that the additional understanding required for nurturing our planet Earth
will be developed.

Sincere thanks go to everyone who has participated in developing the
SOAs and companion reports. Special thanks go to the coordinator/editors,
Jennifer D. Cure, Frederick M. Luther, Michael C. MacCracken, Boyd R.
Strain, John R. Trabalka, Margaret R. White, and the NRC Committee
Chairman Mark Meier; their respective chapter authors; and to the AAAS,
Roger Revelle, Chairman of the Climate Committee, and David M. Burns of
the AAAS staff.

We hope these definitive, scientific statements will motivate scientists to
recommend explicit approaches for reducing the critical uncertainties that
now exist in order to permit decision making within the next decade that is
based on data, learning, understanding, and wisdom.

Frederick A. Koomanoff, Director
Carbon Dioxide Research Division
Office of Basic Energy Sciences
U.S. Department of Energy
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PREFACE

There is little doubt that the increasing concentration of atmospheric carbon
dioxide (CO;) has the potential to modify the Earth’s climate. Increased
global surface temperatures, altered precipitation patterns, and changes in
other climatic variables could have substantial economic and social conse-
quences. The final goal of the CO, research program of the U.S. Department
of Energy is to identify possible policy options for government action in re-
sponse to these potential effects of increased atmospheric CO,. Some of the
basic information needed is the rate and magnitude of a potential climate
change, the weather conditions that might be associated with such a change,
and how such a climate change would differ from region to region.

The objective of this State-of-the-Art volume is to present the current
knowns, unknowns, and uncertainties regarding the projected climate changes
that might occur as a result of an increasing atmospheric CO, concentration.
Further, the volume describes what research is required to estimate the mag-
nitude and rate of a CO,-induced climate change with regional and seasonal
resolution.

Important progress has been made in the last decade. Theoretical projec-
tions of potential climate changes are now made with increasingly complex
models that incorporate more realistic representations of oceans, geography,
and the seasonal cycle. There also has been substantial expansion of the
data base that is needed to verify climate projections and to improve climate
modeling methodology.

Virtually all studies suggest that the increasing CO, concentration will
significantly increase the global average temperature, but the projected re-
gional and seasonal details vary considerably between models. Although
the representation of oceans, geography, and the seasonal cycle have im-
proved, additional research is required to further detail these features and
other smaller scale processes not explicitly treated in the current models. As
an example, a more thorough study is needed of the influences of changes in
cloud distribution and characteristics and the associated feedbacks to the ra-
diative balance. Future modeling efforts must concentrate on understanding
why the model results differ, what data and new methodologies are required
to improve the models, and how and whether model results can provide the
regional information needed for formulating policy options.
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Sincere thanks are due Michael C. MacCracken and Frederick M. Luther,
Lawrence Livermore National Laboratory, for their contributions to this doc-
ument as editors, authors, and researchers. They have participated in making .
this volume possible from its inception to its final production. The contribut-
ing authors are to be commended for the dedication and extensive work in-
volved in the writing of this volume.

Michael R. Riches, Program Manager
Carbon Dioxide Research Division
Office of Basic Energy Sciences
U. S. Department of Energy
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EDITORS’ PREFACE

The State-of-the-Art (SOA) reports represent the culmination of a major ef-
fort to review the state of scientific understanding concerning the potential
effects and impacts of the increasing carbon dioxide (CO,) concentration.
Preparation of the chapters included in these SOA reports has taken several
years and would not have been possible without the cooperation and sub-
stantial effort provided by many participants, both within and beyond the
research program funded by the Department of Energy (DOE).

The outline for this SOA was initially proposed in the fall of 1982, where
suggestions were offered by those attending a DOE-sponsored CO, research
conference at Berkeley Springs, West Virginia. After considerable revision,
chapter authors were selected in late 1983 and outlines and early drafts of
chapters were prepared for most chapters by mid-1984. These initial mate-
rials were reviewed at a meeting in Washington, D.C. attended by authors
and other scientists active in studying this area.

To assure the authoritativeness of the reviews, the DOE contracted with
the American Association for the Advancement of Science (AAAS) to arrange
for external peer review of the individual chapters. This extensive review
started during the second half of 1984 and continued for more than a year.
The reviewers selected by AAAS provided many important comments and
suggestions that have led to significant improvement of the chapters. Their
assistance has been greatly appreciated.

After receiving the reviewers’ comments, chapter authors modified and
updated their chapters to assure that the SOA report adequately covers the
many advances being made in understanding the potential effects of the in-
creasing CO, concentration. Final versions of the chapters were submitted
for editorial review and a final AAAS review throughout 1985.

The editors gratefully acknowledge the dedicated efforts of all of the chap-
ter authors. They responded with patience and persistence to up to twelve
AAAS-sponsored reviews for each chapter, to many comments from fellow
authors, to extensive editorial suggestions intended to help better integrate
the various chapters, and to requests to aid in review and preparation of
summary and recommendation chapters. This has been greatly appreciated.

While these chapters have undergone extensive review, the views finally
expressed are those of the authors of each chapter. Asin all areas where active
research is under way, there are differences of interpretation and emphasis.
In reviewing these issues, the editors have attempted to assure thorough
presentation and well-reasoned statements, not to coerce uniformity of view.
Where differences are evident or uncertainties are presented, further study is
recommended.
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We want to express special gratitude to the many secretaries who have
labored on these chapters at the various institutions. At LLNL, particu-
lar and special thanks go to Floy Worden, who has done everything from
typing chapters from handwritten scribbles to communicating with authors
and preparing camera-ready copy. She has been aided extensively by Nancy
Badal, Pam Drumtra, Sandra Eyre, Lonnette Robinson, and Doris Swan,
each of whom has willingly helped with each succeeding updating of texts.

Editorial and graphical support and handling of the manuscripts for the
AAAS review process have been directed by Jon Findley, Nancy Brown, and
co-workers of the MAXIMA Corporation in Rockville, Maryland. The index
was prepared quickly and efficiently by Fred O’Hara through a contract with
the Oak Ridge National Laboratory.

Michael C. MacCracken
Frederick M. Luther
Editors

This volume was prepared under the auspices of the Carbon Dioxide
Research Division of the Office of Basic Energy Sciences, U.S. Department
of Energy by the Lawrence Livermore National Laboratory under contract
W-7405-ENG-48. Mr. Michael R. Riches served as DOE Project Manager.
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AAAS REVIEW

In commissioning and publishing a summary of the state of current knowledge
about the secular increase of atmospheric carbon dioxide and its effects, the
Department of Energy has performed a valuable service. These volumes may
prove to be the most comprehensive assembly to date of scientific results
about this issue.

The Committee on Climate of the American Association for the Ad-
vancement of Science was asked to organize peer reviews of the component
chapters of the books. These reviews were conducted in the traditional man-
ner of refereeing scientific papers. We identified experts whom we knew to
be well qualified, and we invited them to review anonymously an individual
chapter in their field. In transmitting draft manuscripts to the reviewers, we
alerted them to the ambitious nature of the “state-of-the-art” project, and
particularly to the difficulties of adequately treating the many uncertainties.

The careful attention reviewers devoted to their tasks was gratifying and
indicates the importance of this issue to the world scientific community. More
than 300 specialists from 23 countries gave the draft papers a careful and
thorough reading and offered detailed suggestions for revision and improve-
ment. The authors and editors thus had available a significant input from
their professional colleagues as they sought to improve their drafts. But the
decision as to how to use the reviewers’ suggestions was the responsibility of
the author(s) of the paper and the editor(s) of the books.

These volumes make clear that investigating the causes and effects of al-
terations to the atmosphere is an exceedingly complex undertaking, touching
a wide gamut of scientific disciplines. It hardly is surprising that there were
(and are) differences of interpretation.

I am grateful to the many anonymous reviewers and to my colleagues on
the Committee. I hope that we have been helpful to the authors and editors
in their very challenging task.

Roger Revelle, Chairman
Committee on Climate

American Association for the
Advancement of Science (AAAS)
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EXECUTIVE SUMMARY

Concern about the potential climatic effects of the increasing concentration
of atmospheric carbon dioxide (CO;) was first expressed over a century ago,
but it was not until the advent of the computer that convincing quantitative
projections of the possible effects could be made. Although making up only
about 0.03% of the atmosphere’s volume, CO; plays an important role in
maintaining the Earth’s moderate climate. Mankind’s activities have inad-
vertently increased the atmospheric concentrations of CO, and other gases
present in trace amounts (e.g., the CO, concentration has increased by about
25% over about the past 100 years), and further substantial increases are pro-
jected for the future. Experiments with numerical climate models indicate
that increases in the atmospheric concentrations of CO, and trace gases, by
altering the Earth’s heat balance, will produce potentially significant changes
in the climate.

The objective of this volume in the State-of-the-Art series of reports is
to document what is known about projections of the climatic effects of the
increasing CO; concentration and to describe the uncertainties and unknowns
associated with such projections. This summary follows the same order in
which material is presented in the rest of this volume. The changes in the
radiation balance caused by the increasing CO; concentration (the radiative
forcing) are described. The scientific basis for the theoretical models used
to make climate projections is discussed, and the latest model results are
reviewed. Consideration also is given to the potential climatic effects of
perturbations other than increasing CO, and to the lessons that past climate
changes can teach about what lies ahead. Recommendations are made for
research tasks that would contribute toward reducing the uncertainties and
improving the projections.

An increase in the atmospheric CO, concentration in the absence of an
atmospheric response affects the radiation balance of the Earth by reduc-
ing the amount of longwave (infrared) radiation that is emitted to space.
The CO, absorbs radiation that is emitted upward by the Earth’s surface
and by gases lower and higher in the atmosphere; CO, also emits energy
upward and downward at a rate that depends on the temperature at the
altitude of emission. This trapping of radiation creates temperature profiles
that force precipitation-inducing convection and large-scale vertical overturn-
ing in order to transport upward a substantial fraction of the solar energy
absorbed at the surface. When the concentration of CO; increases, the atmo-
sphere absorbs more of the longwave radiation that is emitted upward by the
Earth’s surface and emits more longwave radiation downward to the surface.
Because of the temperature structure of the atmosphere (i.e., temperature
decreases with altitude through the troposphere), there is a decrease in the
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upward emitted radiation that escapes to space when the CQO, concentra-
tion increases. The trapped longwave radiation forces increased convection
and acts to warm the atmosphere and surface until the longwave emission
to space balances the net incoming solar radiation. This radiation-trapping
mechanism is called the greenhouse effect. It is a capability implicit in the
make-up of all gases that are radiatively active in the longwave regime.

Perturbations other than CO, may also affect the climate system. Such
climate-perturbing influences include changes in the concentrations of water
vapor, trace gases, volcanic aerosols, and other natural and anthropogenic
aerosols as well as changes in the solar flux incident at the top of the atmo-
sphere. All of these forcing mechanisms can affect the climate by initially
perturbing the Earth’s radiation budget. The climate system then tends to
respond in such a way as to restore a balance in the net energy budget and in
the mass budgets of the various atmospheric constituents. Coupling between
physical, chemical, radiative, and dynamical processes distributes the effects
of the perturbation throughout the climate system. These perturbations can
then result in changes in temperature, precipitation, wind patterns, extent
of sea ice, cloudiness, and atmospheric chemical composition.

Because of the complex coupling between physical, chemical, radiative,
and dynamical processes in the climate system, it is not possible to derive
any simple relationship describing how the climate parameters will change as
the composition of the atmosphere is changed. Rather, the system of nonlin-
ear equations that describes the climate system must be solved numerically.
The resulting system of equations and solution techniques is called a climate
model. Models vary greatly in complexity, depending on their intended ap-
plication and the level of detail included in describing the various processes
and mechanisms. Observational data play an important role in the verifica-
tion of the climate models and as input to the model calculations. Study of
past climates is useful in illustrating the natural variability of the climate on
several temporal and spatial scales.

In making projections into the future, it is essential to recognize the
distinction between climate and weather. Weather describes the state of the
global atmosphere-ocean-ice-land system (i.e., the climate system) at one
instant in time. Weather can be forecast only a few days in advance. Not only
are observations of present conditions inadequate for making accurate, longer
term forecasts, but there are also important theoretical limits to how far in
advance specific weather conditions can be accurately predicted. The models
described in this report cannot forecast changes in the weather, although
such models in the future may be able to predict possible changes in the
frequency of various weather events.

Climate is the aggregation of the weather, usually expressed in terms of
the mean (or average) conditions and variations about this mean, including
such statistics as the frequency of rainfall and of such extreme conditions as
flood and drought. The normal climate is the collective result of interactions
between the atmosphere, oceans, sea and land ice, and the land surface, in-
cluding, especially, the biosphere. Projecting climate into the future requires
predicting the evolution of the mean behavior of the atmosphere, for exam-
ple, the average winter temperature. Thus, while the weather on a particular
January day cannot be forecast, we may be able to predict that a typical
January day in the 21st century will be warmer than a typical January day
this century or that a typical January 100 years from now will have more mild
days than a present January. To some extent, other forcing factors (e.g., a
change in solar flux or in the composition of the atmosphere) also determine
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how future climate will evolve. If the influences of these external factors were
to become large, accurate climate projections for the next century would also
require better estimates of their influence.

RADIATIVE EFFECTS OF CARBON DIOXIDE AND TRACE GASES

Because convective mixing leads to strong coupling between the upper tro-
posphere (about 5-10 km) and the near surface layer as well as between the
atmosphere and the Earth’s surface, the change in the net radiative flux at
the top of the troposphere (the tropopause) is the appropriate measure to
use in calculating changes in temperatures throughout the troposphere and
at the surface. A doubling of the CO, concentration with no change in atmo-
spheric temperature or water vapor amount would increase the net downward
radiative flux at the tropopause by about 4 W m~2 averaged hemispherically.
These changes would range from nearly 5 W m~2 at low latitudes to about
2 W m~2 at high latitudes because of the different temperatures and water
vapor mixing ratios in these regions. For comparison, the global average net
incoming solar radiation at the top of the atmosphere is about 240 W m~2.
The maximum change in flux due to a doubled CO, concentration would
occur in summer and the minimum in winter. Various model calculations of
these quantities agree to within about +10-15%.

Changes in ozone (Oj), water vapor, and trace gas amounts also can
have significant effects on the radiation balance and temperature structure
of the atmosphere. Absorption of solar radiation by Oy balances the emis-
sion of infrared radiation by CO, and creates the relatively warm and stable
stratosphere extending upward from the tropopause to about 55 km. The at-
mospheric water vapor concentrated in the lower troposphere, together with
the clouds that form, play the most important greenhouse role of all atmo-
spheric constituents. The atmospheric trace gases that currently have the
largest radiative effects (although still relatively small) are methane (CH,),
nitrous oxide (N;0), and two chlorocarbons (CFCl; and CF,Cl;). Many of
the trace gases have band strengths that are greater than the band strength
of the 15-um CO,; band, but because of their small concentrations, these
gases do not have radiative effects as large as that of CO,. Although the ra-
diative effect of trace gases is currently small, it could increase significantly
in the future because the concentrations of many of the gases are projected to
increase at relatively high rates as a result of anthropogenic activity. Within
the next 50 years, the radiative effect of the trace gases may exceed that of
the increasing CO, concentration.

Projections of the radiative effects of CO, and trace gases into the future
are most uncertain because of uncertainties in the projected concentrations
of these gases.

Accurate methods exist for computing the radiative effects of CO, and
other radiatively active gases. Some uncertainty is introduced because
of limitations in knowledge of the radiative characteristics of the atmo-
spheric gases, namely the spectral line data and their pressure and tem-
perature dependence. Lack of understanding about the radiative properties
of water vapor (especially the absorption continuum and line shape) and
simplifications in tmplementing radiative algorithms in climate models
also contribute to the uncertainty in the overall calculations.
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PROJECTING THE CLIMATIC RESPONSE TO
INCREASING CARBON DIOXIDE

Methods for determining the climatic response to the increasing CO, concen-
tration may be either empirical (based on observations) or theoretical (based
on numerical models). It is not yet possible to uniquely identify the roles that
various causal factors (such as volcanoes, CO,, and solar variations) have had
in affecting climatic variations that have occurred in the past. Consequently,
it is not possible to predict the future climate by simply extrapolating trends
from the recent past. Attempts have been made to determine the sensitivity
of the climate system empirically by examining the changes in radiative fluxes
and temperatures that occur during the normal cycle of seasonal change and
as a result of small-scale perturbations. These approaches have not proven
successful because the time and space domains of these analyses have not
been comparable to those of the CO, problem.

The only applicable method for projecting future climates is the construc-
tion of mathematical models based on the full set of fundamental physical
principles governing the climate system. The basic physical laws governing
the behavior of many of the components of the climate system are relatively
well known, although some aspects of the physics of the various interactive
mechanisms and processes serving to link the components together are still
uncertain. Some of these interactive processes, including especially changes
in the amounts of atmospheric water vapor, cloud cover, and sea ice, have
been identified as important feedback processes that can amplify or regulate
the responsiveness of the climate system to perturbing influences such as in-
creasing CO, and trace gas concentrations. In climate sensitivity studies,
lack of knowledge about potential changes of cirrus clouds in low latitudes
and stratus clouds in high latitudes contributes most to widening the range
of estimates from different models.

Climate models of many types have proven useful in developing an im-
proved understanding of the climate system. The most complex climate
models are three-dimensional general circulation models, which represent the
global atmosphere, land surface, and oceans. Atmospheric general circulation
models are capable of simulating almost all of the observed large-scale fea-
tures of the climate, and they reproduce the general character of day-to-day
variations as well as seasonal changes of the circulation from winter to sum-
mer. However, these models do not yet adequately represent the observed
regional features that are needed for making the detailed climate projections
and assessments of ecological, agricultural, and societal impacts.

The CO, concentration is actually increasing slowly; however, it is easier
to calculate what might happen if a large increase in the CO, concentra-
tion were to occur. With climatic feedback processes turned off, different
climate models are in close agreement in their prediction of the change in
global average surface air temperature for the radiative perturbation caused
by a doubling of the CO, concentration; the projected temperature increase
is in the range of 1.2 to 1.3°C. Global climate models that include feedback
processes, however, are not in close agreement; at equilibrium, such models
indicate that a doubling of the CO, concentration would increase the global
average surface air temperature by approximately 1.5 to 4.5°C. The three
most recent general circulation model results, which include realistic geog-
raphy and seasonal dependence, show a CO,-induced warming of the global
average surface air temperature of about 3.5 to 4.2°C and an increase in the
global average precipitation rate of about 7 to 11%. The better agreement of ’
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the models on the projected global sensitivity is encouraging, but their pro-
jections of the regional patterns of such changes vary substantially depending
on location.

Model results suggest that equilibrium changes in surface air temperature
are likely to be larger in high-latitude regions, near the snow and ice bound-
aries, than in low-latitude regions. As a result of reductions in the extent of
sea ice and snow cover, the predicted zonal mean warming is a maximum in
winter and a minimum in summer in the high-latitude regions. This would
indicate a significant reduction of the amplitude of the annual cycle of surface
air temperature at these latitudes. Regions of positive and negative changes
in precipitation rate are simulated, with the largest changes generally occur-
ring between 30°S and 30°N. The change in zonal mean precipitation rate
is calculated to be positive in the equatorial region throughout the year and
negative in adjacent latitudes for at least part of the year. There are qual-
itative and quantitative differences among the simulations of the change in
precipitation rate, reflecting the uncertainty in these results.

Because society is continually adapting to the current climate, albeit more
or less slowly depending on the activity, knowing the expected rate of climate
change can be at least as important as knowing what the ultimate change
may be. Determining the rate of climate change requires taking proper ac-
count not only of the rate at which the atmospheric CO, concentration is
changing and will change, but also in considering the various climate system
mechanisms controlling the rate at which the climate can (and will) change.
When perturbations are gradual and persistent, consideration must include
the oceans (with their very large heat capacity and slow transport of heat to
greater depths), the ice sheets (with their very large heat requirement to be
melted), and, in some cases, the biosphere (with its potential to alter sur-
face characteristics and atmospheric composition). The interactive damping
factors act to slow the rate of climate change, but they do not change the
eventual climatic equilibrium.

In the long term, well-tested, coupled atmosphere-ocean general circula-
tion models may be able to serve as operational tools for simulating the tran-
sient climate changes, but these are not now available. A hierarchy of climate
models is under development to predict the transient climate response result-
ing from increases in the CO, concentration. Comparison of model results
with observed temperature changes in various parts of the globe currently
must rely on relatively simplified and approximate approaches in comparison
to the models now being developed.

Estimates of the rise in surface air temperature between 1850 and the
present due to the increased CO; concentration alone range from about 0.5°C
to more than 1.0°C, reflecting differences in the sensitivity of the models and
differences in the lag time of the ocean response as depicted in the models.
As a result, the observed Northern Hemisphere temperature change of about
0.5°C since 1850 cannot yet be used to provide more than approximate guid-
ance on the actual equilibrium sensitivity of the climate to the increasing
CO, concentration. Time-dependent climate model calculations using stan-
dard scenarios of fossil fuel CO, emissions indicate that a global warming
of approximately 1°C may occur by the year 2000 relative to the year 1850,
and an additional warming of a few degrees Celsius may occur over the next
century if CO, and trace gas emissions continue as projected.

Important uncertainties in model calculations arise from limatations in
our understanding of climatic mechanisms and in our ability to represent
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the various processes in computer models. Representations of clouds, the
planetary boundary layer, precipitation, and surface hydrology and of the
sensitivity of these processesto changes in climatic parameters contribute
most significantly to the uncertainties in the calculations of the potential
change in the equilibrium climate.

Uncertainties concerning the climatic sensitivity and the response time
of the oceans contribute most significantly to the uncertainties in the
calculations of the transient climate change due to the increasing CO,
concentration.

Uncertainty about the causes of the climatic variations that have been
observed over the past 100 years means that the climate record can only
provide approrimate guidance about the actual equilibrium sensitivity of
the climate to the increasing CO, concentration.

CLIMATIC EFFECTS OF OTHER PERTURBING FACTORS

The ongoing increase in the CO, concentration is not the only factor that
scientists believe has already affected or will alter the climate. Geological
evidence clearly demonstrates that climate has varied substantially in the
past and that natural causes of climate change must be present. On multi-
millennia time scales, changes in the eccentricity of the Earth’s orbit, the
seasonal variation of perihelion, and the tilt of its axis are believed to be
very important. Some observations also indicate that large natural varia-
tions in the CO, concentration may have occurred during glacial cycling.
On the time scale of centuries, small variations in solar output may play a
role; on annual to decadal scales, injections of volcanic aerosols and solar
flux variations have probably induced measurable climatic perturbations. In
addition, climate variations may arise as a result of nonsteady interactions
of the various components of the climate system, for example, as a result
of aperiodic overturning of the oceans or long-term instabilities in ice sheet
thickness and extent. Such oscillations internal to the climate system add
to the background natural variability that may be perturbed by CO, and
other factors treated as external to the system. Model studies estimate that
variations in solar forcing (measured to be about 0.2%) may account for
fluctuations in surface air temperature of a few tenths of a degree Celsius.
Stratospheric aerosol loadings from major volcanic eruptions may cause a
surface cooling of as much as a few tenths of a degree Celsius for periods of
one to a few years. These estimates indicate that the climatic effects of solar
variations and volcanic aerosols are considerably smaller in magnitude and
shorter in duration than the warming projected to result from the increasing
CO, concentration.

Many gases being injected into the atmosphere as a result of various so-
cietal activities can act like CO, to trap outgoing infrared radiation and to
warm the climate. For example, CH, releases that occur as land is cleared,
more cattle are raised, and more rice is grown are raising atmospheric concen-
trations by about 10 to 15% per decade, and emissions of CFCl; and CF,Cls,,
which can chemically react to reduce stratospheric ozone, are projected to rise
by about 40 to 50% per decade. Trace gases may affect the climate directly by
their own radiative perturbation or indirectly by interacting chemically or cli-
matically with species that are radiatively important. Conversely, changes in
climate can affect chemical species concentrations by changing temperature-
dependent chemical reaction rates. Climate model calculations suggest that, .
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on the time scale of decades, the combined climatic effects of concentration
. increases of atmospheric N,O, CH,, CFCl;, and CF;Cl; and their induced

changes in Oz from climate-chemistry interactions could be as large as those

estimated from the expected increase in the CO, concentration alone.

Model assessments are affected by uncertainties concerning the feedback
processes that involve coupling between atmospheric chemistry, dynamics,
and radiation transfer.

Estimates of the future contribution of trace gases to the total projected
change depend critically on the projected changes in species concentrations
that are used in the calculations. In this regard, a better understanding
of the source and sink processes affecting trace gas concentrations and
their global budgets is needed to reduce uncertainties in the climate change
projections.

THE STUDY OF PAST CLIMATES

The study of climates of the last hundred thousand years can contribute in-
formation that may be used to refine scenarios for possible future climates
and that can provide independent data for testing the results of global cli-
mate models. In addition, such analyses can investigate the causes of past
climate change and possibly provide indications of the nature of future cli-
mate change. For example, comparisons of warm and cold years in long-term
instrumental records have indicated that temperature changes are larger in
high latitudes than in low latitudes. This pattern is in general agreement
with model simulations of the increasing CO, concentration.

Data from the mid-Holocene (about 5000-7000 years ago) indicate that
the global mean temperature may have been 1°C warmer than at present, but
limited data coverage makes precise determination of the global mean tem-
perature change difficult. The climate during this period was significantly
different from today; maps of July temperatures show regions of higher as
well as lower temperature in the middle to high latitudes of the Northern
Hemisphere. Patterns of precipitation show larger changes than do the tem-
perature patterns, with more precipitation in the tropics and subtropics and
less in the midwestern United States.

The analyses show that for most areas, the mean annual surface tempera-
ture has been remarkably stable during the past 10,000 years, with variations
not exceeding 1 or 2°C. This stability did not extend to precipitation fields,
which have exhibited large and extended fluctuations. If increased concen-
trations of CO, and trace gases raise the global mean surface temperature
by 1.5°C or more, the resultant average global climatic conditions will be
beyond the range of climates that have existed during the historical past and
during recent geological times.

The usefulness of past climates for projecting the character of poten-
tial CO,-tnduced perturbations is effected by uncertainties concerning the
causes of past climate variations and the extent to which past warm cli-
mates represent the climate conditions that would ezist because of a CO,-
induced warming.
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SUMMARY OF CLIMATE PROJECTION STUDIES

The atmospheric CO, concentration has increased by about 25% since prein-
dustrial times, and continued use of fossil fuels is projected to lead to sub-
stantial further increases in the future. Concentrations of trace gases having
radiative properties similar to those of CO, are also rising. The increas-
ing concentrations of these greenhouse gases will alter atmospheric radiative
fluxes and warm the Earth by the very same interactions and processes that
enable current concentrations of these gases to make our climate different
than that of the Moon. Theoretical projections of the potential future cli-
mate changes using computer models whose results have been verified by
comparison with the seasonal evolution of the natural atmosphere indicate
that a global warming by a few degrees Celsius is possible during the next
century. Uncertainties in these theoretical estimates arise in part as a result
of the range of CO, and trace gas projections, but primarily at this stage
they are due to limitations in our understanding and representation of cloud,
ocean, cryospheric, and other processes and interactions. As a consequence,
different models do not now agree on many of the important regional and
seasonal details of expected temperature and precipitation changes, thereby
contributing to the difficulty of preparing assessments of ecological, agricul-
tural, and other societal impacts.

Progress in improving the ability to make climatic projections will require
continued efforts to improve understanding through computer modeling and
analysis and through laboratory observational studies. Detailed model com-
parisons should help to identify and resolve the causes of differences among
models and thereby lead to more accurate projections. By more closely cou-
pling these research efforts with diagnostic studies attempting to reconcile
the climatic record of the past 100 years with possible causes of the observed
changes and fluctuations, the rate of advance of our knowledge should in-
crease.

Theoretical understanding provides a firm basis for projecting that con-
tinuing emissions of COy and trace gases will warm the global climate by
a few degrees Celsius during the next century. We are already commatted
to some of this warming as a result of emissions over the last several
decades.

Important uncertainties concerning the regional and seasonal patterns of
the temperalure and precipitation changes can only be resolved by a broad-
based tmprovement in understanding of climatic’ processes and mecha-
nisms and in our ability to simulate the climate system.

TASKS FOR THE FUTURE

The overall goal of the CO, research program of the U.S. Department of
Energy is to provide a stronger scientific and technical basis for projecting
the climatic effects of increasing CO; concentrations and other perturba-
tions. Such information is essential so that useful assessments of the poten-
tial ecological, agricultural, and societal impacts can be made. To achieve
the goal of improved climatic projections, improvements need to be made in
the models used to estimate the equilibrium climate sensitivity and the time-
dependent climate response. Much can be accomplished during the next 10
years. The research needed to improve capabilities for projecting potential ‘
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future climatic conditions falls into the following five most important areas
of activity:

1. The ability of climate models to simulate observed climate behavior must

be more thoroughly investigated.

e The results of climate models must be more exhaustively compared
with observations of the present climate. Improvement of the abil-
ity of climate models to simulate the regional variations of climatic
parameters is of special importance.

e Where possible, climate models should be tested to determine if they
can accurately simulate past variations in climate. This requires that
the causes of past climate changes be investigated.

. Determination of the time rate of climate change requires that oceans and

ocean-atmosphere coupling be more accurately treated in climate models.

e The dynamics of the upper ocean must be included in climate mod-
els so that potential changes in currents, mixed layer depths, and
upwelling and bottom water formation rates can be represented.

e The transport of heat from the mixed layer to deeper levels in the
ocean must be included explicitly and realistically in climate mod-
els. Field observations will be required to gather the data needed to
achieve better understanding of this process.

. The adequacy of representations of important atmospheric feedback pro-

cesses in climate models must be evaluated and tmprovements added.
e The potential for clouds to amplify or moderate climate perturbations
must be exhaustively investigated.
e More accurate treatments of the growth and melting of sea ice and
snow cover are required in models so that the high-latitude temper-
ature changes can be accurately projected.

. The potential climatic effects of increasing trace gas concentrations require

that they be considered as an integral part of the CO, climate effects
research program.

e Atmospheric models capable of treating the radiative, chemical, and
climatic interactions of the many trace gases must be developed and
tested.

e Monitoring and laboratory programs are required to provide the data
needed to determine the global fluxes, balances, and trends of many
trace gases.

. Increased effort must be devoted to including consideration of potential

changes in climatic variability and the frequency of extreme events in
model and analog projections of future climate.

e The ability of improved ocean-atmosphere climate models to repre-
sent the natural variability of the present climate on regional and
larger scales must be documented.

e Consideration must be given to developing alternative methods for
projecting changes in the frequency of rare events. Statistical or ana-
log methods may prove useful.
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1.1 INTRODUCTION

The Earth’s relatively equable climate (as opposed
to the stark day-night contrasts of Mars and the
Moon or the intense heat of Venus) is made possi-
ble by the beneficial interactions of the oceans, the
biosphere, and the atmosphere. This thermal sta-
bility is achieved by a balance of the shortwave (so-
lar) radiation reaching the Earth from the Sun, and
the longwave (infrared) reradiation from the surface
and atmosphere to space. Some of the species in
the atmosphere play a particularly important role
in maintaining this balance, especially water vapor,
carbon dioxide (CO.), ozone (O3), and numerous
other gases present in small amounts (referred to
as trace gases) that have radiative characteristics
similar to CO,;. Water vapor, CO,, Oz, and other
trace gases reduce the rate of loss to space of the
thermal energy emitted by the surface and lower
atmosphere, thereby increasing the global average
surface temperature by more than 30°C above the
nominal temperature that would occur in the ab-
sence of an atmosphere. As a consequence, the
climatic effects of the increasing concentrations of
these trace gases are of as much interest as those of
CO,, and much of what is said about CO, in this
volume also applies to changes in concentration of
these other trace gases.

Although there have been natural fluctuations
and a long-term evolution of the atmosphere’s com-
position, not until the 19th century were the ac-
tivities of civilization sufficient to start playing a
noticeable role. Mechanization of agriculture and
the increased use of fossil fuel energy for industri-
alization, however, have released to the atmosphere
large amounts of CO, that nature had previously
held trapped in the soils, biota, and as fossil fu-
els. Our society has combined and transformed
chemical substances into trace gases that, when re-
leased into the atmosphere, can significantly alter
its chemical and radiative characteristics. Such al-
terations have the potential to perturb the behavior
of the coupled atmosphere-ocean-land-ice-biosphere
climate system, thereby upsetting society’s adapta-
tion to the present global environment.

Study of the potential effects of alterations in
the atmospheric composition is especially impor-
tant because these alterations may already be sub-
tly influencing societal activities and they are likely

to do so more visibly within the next few genera-
tions. The induced effects will be worldwide and are
likely to persist for centuries and to be practically
irreversible, therefore requiring long-term societal
adaptation if not prevented. Trabalka (1985) re-
views evidence indicating that the atmospheric con-
centration of CO,, the best understood of the vari-
ous trace gases, has risen by about 25% in the past
150 years and may more than double its preindus-
trial level in the next 120 years or less. The studies
described in this volume suggest that a doubling of
the atmospheric CO, concentration may raise the
global average temperature to a level warmer than
during any period in the last 100,000 years or more.

This State-of-the-Art (SOA) volume describes
the potential climatic effects of the increasing at-
mospheric CO, concentration and briefly discusses
the even less well understood effects of the release
to the atmosphere of other trace gases. This chap-
ter is designed to introduce the chapters in this
SOA by presenting a framework of definitions and
background information. In developing this back-
ground, the definitions will be related to the CO,
and trace gas issue via examples intended to provide
an overview of the potential climatic effects. The
subsections will consider, respectively, the nature
of climate. the means of predicting climate change,
and an outline of the remaining chapters of this vol-
ume.

1.2 THE NATURE OF CLIMATE

1.2.1 Weather and Climate

The weather and climate of a region are important
determinants of its character. What is happening at
a particular instant can determine our health, how
we dress, the rate and type of energy use, the growth
rate of plants, our sense of safety and well-being,
and much more. The combination of such long-term
indices as temperature range and moisture avail-
ability determines whether the natural vegetation
is forest, prairie, desert, or tundra and the ease
with which society can adapt to nature’s stresses.
The frequency of such extreme events as tornadoes
and drought as well as the durations and intensities
of winter and summer affect the investment in re-
sources required to moderate economic and physical
stresses created by the weather and climate.
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These many societal and ecological complexities
make extremely difficult the development of satis-
factory definitions of terms that relate our percep-
tion of the world to a mathematical or physical de-
scription. Two common terms used to describe our
atmospheric environment are weather and climate
(see National Research Council 1975; World Mete-
orological Organization 1979).

Weather is associated with the complete state of
the atmosphere at a particular instant and location
and with the change of this state through the gener-
ation, growth, and decay of individual atmospheric
disturbances.

Climate is the average of weather over a speci-
fied period of time long enough to establish its sta-
tistical properties (averages, variances, probabilities
of extreme events, etc.). Such a description may be
conveniently called a climatic state. Thus, we expe-
rience and are affected by the weather, but future
expectations and our cultures and civilizations have
adapted to the climate.

Weather and, more so, climate also refer to the
interactions of the atmosphere with the oceans and
land. For example, the amount of rainfall from a
thunderstorm, the snowfall accumulation during a
blizzard, and the wintertime growth of sea ice are all
encompassed in the perceptions raised by the terms
weather and climate. Any attempt to project the
future climate, therefore, requires consideration of
not just the potential state of the atmosphere, but
that of the oceans, the land, and the ice on sea and
land.

Weather and climate must also be understood
in terms of a spatial domain, the size of which, in
some senses, determines the temporal separation to
be used to distinguish between weather and climate.
Atmospheric disturbances occur on many time and
space scales, from dust devils and rain showers,
which are weather, to planetary-scale circulations,
including the Southern Oscillation (a several year
fluctuation of pressure, wind, and rainfall patterns),
which have aspects of both weather and climate.
This wide range of phenomena makes the demarca-
tion of appropriate space scales very difficult. Ac-
knowledging implicitly the bounds of present scien-
tific understanding and the limited abilities to pre-
dict a region’s climate, those studying changes in cli-
matic conditions usually refer to regions with scales
of tens to hundreds of kilometers, with each region

assumed to have relatively homogeneous conditions
(often in terms of some parameter or parameters
relevant to important societal activities). Examples
might include the corn or winter wheat regions of
the Midwest, major river basins, or forests in the
southeastern United States.

Over these regional scales, likely values for tem-
perature can be determined with reasonable confi-
dence in some regions from measurements lasting
for only a decade, whereas in other regions, es-
pecially near margins of climatic zones, long-term
fluctuations may occur. For the latter type of re-
gion, very long records are required to determine a
stable estimate for the “average” climate. Longer
periods also are usually required to determine a
useful estimate of mean precipitation; this is a re-
sult of the larger temporal and spatial variability
of precipitation than of temperature. For all re-
gions, it takes many decades to establish the higher
moments of the statistical distribution (e.g., hur-
ricane or drought frequency, number of days per
month with temperatures higher than some value).
Although these values are difficult to acquire, such
knowledge is needed to properly establish the possi-
ble extreme situations that typically cause the most
severe impacts on societal activities and structures.

Convention has arbitrarily chosen a moving time
period of 30 years to define the normal climate.
This special choice represents an attempt to bal-
ance the practical limitations of data accumulation
and analysis with the statistical requirements for
a record to be kept over periods long enough to
develop stable statistical measures. Because most
societal activities are well adapted to the normal
climate, most interest focuses on deviations from
the normal mean conditions. Differences between
climatic states of the same kind over monthly, sea-
sonal, annual, or decadal time scales are referred
to as a climatic variation. A climatic variation will
also include, in general, a change in the statistics, as
well as a change of the time means. In some cases,
a change in the variance may in fact be a more im-
portant aspect of a climatic variation than a change
of the average. We may also introduce the concept
of a climatic anomaly (defined as the departure of a
particular climatic state from the average of a num-
ber of climatic states, such as the climatic anomaly
of a particular January) and the concept of climatic
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variability (defined as the variance among a num-
ber of climatic states of the same kind, such as the
variability of January climates) [National Research
Council 1975|. Climatic variability is usually con-
sidered to occur as a result of causes that are not
yet completely understood. Climate change, how-
ever, refers to shifts in the normal climate, usually a
consequence of perturbations of some known (or po-
tentially knowable) factor, lasting over many years.
Thus, year-to-year events, such as several years of
extremely wet or dry conditions, are climatic varia-
tions if they are within the expected statistical devi-
ations around the normal climate, whereas the grad-
ual melting of sea ice due to hemispheric warming
may result from a climate change.

Within rather broad limits, we can develop nu-
merical models that can simulate the normal cli-
mate assuming a given atmospheric composition,
solar irradiance, land-sea distribution, topography,
and so forth. The capability does not yet exist to
predict a specific sequence within such a normal cli-
mate, and the capability is only now developing to
simulate the level of climatic variability expected
within such a normal climatic state. Thus, we can
attempt to simulate the climate for different concen-
trations of CO,, but we cannot yet accurately pre-
dict the climatic anomalies that would be expected
over a period of, say, the next few months.

Being certain that an emerging anomaly is actu-
ally a climate change instead of simply a variation
within the normal climate may require a relatively
long period—even well after a change has started
and the potential impacts have begun to be felt.
The essential point to recognize is the need, in ev-
ery projection that is made, to express any potential
climate change in terms of knowledge of the past
behavior of the climatic parameter that is being ex-
amined. Unfortunately, as will be seen, a conflict
exists that is not easily resolved, that is, it has been
easiest to observe accurately the climate statistics of
relatively small regions, whereas scientific attempts
to make projections of climate change are most valid
on large global scales over long periods of time. This
mismatch has also carried over to the study of the
impacts of CO.-induced climate changes; biologists
and ecologists seek detailed information on the pro-
Jected changes of the local climate, whereas clima-
tologists can most confidently provide large-scale in-
tegrals. This report is a review of the efforts being

made to resolve this difficult problem of projecting
potential climate changes in ways and with an accu-
racy suitable for use in conducting impact studies.

1.2.2 The Climate System

The climate of a region is a consequence of its lat-
itude (which determines the annual cycle of the
amount of solar radiation reaching the top of the
atmosphere); the region’s location with respect to
nearby water masses, mountains, and land areas;
and the weather systems that cross the region. The
complex of weather systems a region experiences,
however, is controlled not just by local factors, but
by the totality of the global system. A recent ex-
ample of such interactions has been the worldwide
anomalous weather attributed to the few-degree rise
in ocean temperatures in the tropical Pacific Ocean
(the El Nifio). In this case the interactions appar-
ently were associated with an unusually warm 1982-
1983 winter in the eastern United States and an un-
usually strong interaction of warm and cold air over
the southeastern United States, resulting in exten-
sive storm damage.

1.2.2.1 Climate System Components
and Processes

Figure 1.1 is a schematic diagram of the compo-
nents of the climate system, including the atmo-
sphere, ocean, ice, biosphere, and land elements.
The time- and space-dependent behavior of these
elements is influenced by the collective behavior of
a variety of phenomena, each dependent on a num-
ber of more fundamental processes. Thus, for ex-
ample, atmospheric behavior is influenced by radia-
tive processes, which are in turn dependent on the
amount of solar radiation and cloudiness, the sur-
face albedo (reflectivity), and the concentrations of
radiatively active gases (water vapor, CO,, Og, and
other trace gases such as methane and chlorocar-
bons). Ocean temperature is dependent, for exam-
ple, both on interactions with the atmosphere and
on internal oceanic factors (e.g., ocean circulation
and composition). The interactions of these com-
ponents and processes are governed by fundamen-
tal physical laws that drive the system toward a
global and local equilibrium (or balance) of energy
and momentum. Egquilibrium, however, is never
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quite achieved, because the daily, seasonal, annual,
and longer term changes of solar insolation and fac-
tors such as atmospheric composition are constantly
forcing the atmosphere to seek an equilibrium dif-
ferent from that which it was seeking earlier.
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Figure 1.1. The principal interactions among the components
of the atmosphere-ocean-ice-land surface climate system and some
examples of external changes that may cause climatic variations.
Source: Gates (1979).

In attempting to estimate the potential climatic
effects of increasing CO, and other trace gas con-
centrations through the 21st century, it is essential
to consider the effects of all of those elements of the
climate system that may interact and be changed
during the period over which the CO; concentration
changes and over longer times as well (see further
discussion in Chapter 3 of this volume). Because
this time scale may be thousands of years, the cli-
matic aspects of the CO; issue require consideration
of all but the geological elements of the climate sys-
tem. (Interestingly, however, study of the geologi-
cal elements may provide indications of past atmo-
spheric conditions that may help us to understand
how the climate system has responded in the past.)

The heat capacity of the atmosphere is relatively
small, equivalent to only about a 2.5 m depth of wa-
ter; thus, its thermal inertia, or resistance to tem-
perature change, is relatively small compared with
that of the ocean, which is 4.5 km deep. Response
times of processes in the atmosphere can, therefore,
be quite short. Individual clouds typically exist for
less than an hour; storm systems typically dissipate
in several days, unless they are sustained by nonat-
mospheric forcing factors (e.g., ocean-land temper-
ature contrasts).

The lower atmosphere, in which rapid vertical
mixing by convection can occur and in which there
are many radiatively active gaseous constituents, is
called the troposphere, and it extends from the sur-
face up to 8 to 12 km, depending on latitude. The
capability to predict future atmospheric states is
limited, because the troposphere requires only a few
weeks to approach a new thermodynamic and dy-
namic equilibrium in response to a forcing. Above
the troposphere is the stratosphere, where the ap-
proach to equilibrium is controlled to a greater ex-
tent by radiative and chemical processes (Blake and
Lindzen 1973).

The fluxes of energy within the atmosphere-
surface system can be illustrated using an energy
balance diagram. Although many measurements
have been made at the surface and from satellites,
there are still uncertainties of 10-20% in the val-
ues of some of the fluxes because of the difficulty
of making representative global measurements. In
some cases model calculations have been used to
generate estimates. The values shown in the dia-
gram in Figure 1.2 are derived from consideration
of energy balances prepared by Gates (1979), Liou
(1980), and MacCracken (1984), and are only an
approximation. The atmosphere absorbs approxi-
mately 23% of the incoming solar radiation, mostly
in the troposphere. The atmosphere is driven pri-
marily by the energy transferred to it from the land
and ocean via infrared radiation (equivalent, some-
what surprisingly, to about 115% of incoming solar
radiation), heat released when evaporated water va-
por condenses (about 24% of incoming solar radia-
tion), and the direct transfer of heat, often called
sensible heat (about 7% of incoming solar radia-
tion). The atmosphere loses heat almost exclusively
by infrared emission to space and to the surface
(about 60% and 100% of incoming solar radiation
at the top of the atmosphere, respectively).

It might seem that significantly altering the cli-
mate would require substantial changes in these
fluxes. This turns out not to be the case. For exam-
ple, doubling the CO, concentration without allow-
ing the climate system to readjust leads to reduction
of the loss of infrared energy to space by less than
1% of the incoming solar radiation (see discussion
in Chapter 2 of this volume). That small amount
of heat, and an additional increment as a result of
a vertical readjustment of the infrared flux, causes
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Figure 1.3. Schematic diagram of the global average components of the Earth’s energy balance.

the atmosphere to warm enough to again radiate
to space as much energy as was being radiated be-
fore the CO; concentration was increased (assuming
ro change in planetary reflectivity). Because the in-
frared radiation emitted from the atmosphere to the
surface is a very large fraction of the infrared radia-
tion emitted by the surface, a doubling of the CO,
concentration can significantly raise the global aver-
age surface temperature. As discussed later in this
chapter and particularly in Chapters 3 through 6
in this volume, calculating how much this warming
will be, however, requires interactive consideration
of many processes (e.g., clouds, sea ice, water va-
por.)

The heat capacity of the land surface and its
vegetation also introduces a variety of time scales.
For short-term perturbations, the heat capacity of
the land surface is smaller than that of the atmo-
sphere, involving only the equivalent of a few tens
of centimeters, depending on the particular charac-
teristics of the surface. For bare, dry land, a thin
layer of the surface responds within a few hours to
variations in the incident solar radiation so that the
temperature increases or decreases until losses that
are due to the emission of infrared radiation and the
convective heating of the atmosphere (and relatively

small subsurface heat conduction) are equal to the
absorbed solar radiation. For moist land, solar en-
ergy 1s used more for evaporation than for warm-
ing, especially in the presence of vegetation which
can increase the effectiveness of moisture transport
from the ground to the atmosphere. The evapora-
tion of water transports energy from the surface to
the atmosphere (the energy having been used for va-
porization), where the condensation process releases
the energy and heats the atmosphere. On an annual
time scale, land surface temperatures may change to
depths of 1 m or more as a result of accumulated
subsurface heat conduction; the total energy stored,
however, is relatively small. The effect of changes in
the characteristics of the vegetation cover through-
out the year, however, may cause more substantial
changes in the fluxes of energy. The amount of so-
lar radiation absorbed by the surface depends on
its reflectivity (or albedo), which is partially con-
trolled by vegetation. Vegetation depends on avail-
able moisture, and moisture loss (evaporation) de-
pends on vegetation, precipitation, and the temper-
ature; temperature and precipitation in turn depend
on surface and atmospheric moisture and surface
albedo. As a result, interactions can be complex
and involve many time scales.

Carbon Diozide and Climate Change: Background and Overview 7



The average depth of the oceans is about 4 km,
and if there were processes that closely coupled its
various parts, the oceans would have a heat capac-
ity (and thereby provide a thermal inertia or buffer)
about a thousand times that of the atmosphere and
the land. Because the density of sea water is a func-
tion of temperature and salinity, however, the ocean
is usually stratified and is not rapidly or deeply
mixed. The ocean water near the surface that is
warmed by the Sun is mixed by the wind only to
depths of 20 to 200 m, depending on season, temper-
ature, latitude, and other factors. This well-mixed
surface layer is, under most conditions, virtually
disconnected from the deep ocean (depths greater
than 1 km), except in near polar latitudes in winter
(where cold surface water can sink), in highly saline
oceanic regions (e.g., the Mediterranean), and in
equatorial and a few coastal regions (where winds
create a divergence of the warm surface waters, al-
lowing upwelling of colder deep water). Because of
this layering of the oceans, the well-mixed surface
layer can change temperature within a few years
whereas the deeper ocean takes centuries. The ef-
fects of these different ocean time constants on CO,-
induced climate changes are discussed in Chapter 5.

The cryospheric components of the climate sys-
tem also introduce a variety of time constants. The
altitude of polar continents and the large oceanic
heat capacity below sea ice, for example, make the
behavior of polar continents and an ice-covered po-
lar sea quite different. The layer of snow on land is
usually shallow, but, despite its low heat capacity,
its heat of fusion gives it a larger thermal capac-
ity than bare land. Because of its high reflectivity,
snow can dramatically alter the amount of solar ra-
diation absorbed at the surface. Sea ice is typically
a few meters thick; the energy required to melt sea
ice is about equal to that necessary to warm a 200-
m-deep, well-mixed layer of water under it by 1°C.
Because sea ice is highly reflective and does not al-
low significant heat transport from the underlying
ocean to the atmosphere, it can have an important
effect on energy fluxes. The Greenland and Antarc-
tic ice caps are a few thousand meters thick, thereby
introducing thermal inertias (when their volumes
relative to the deep ocean are considered) that are
approximately equivalent to that of the deep oceans
were they to undergo a 10°C temperature change.

1.2.2.2 Climate System Behavior

Although Figures 1.1 and 1.2 portray the global cli-
mate system as a relatively simple system not far
from equilibrium, the system is continually driven
out of equilibrium by changing thermal gradients.
Energy (in the form of both heat and water vapor)
is transported from low latitudes, where incoming
solar radiation is relatively intense, to high latitudes
where it is relatively low or absent in winter. As
ocean currents move from the equator to the poles,
they transport absorbed solar energy from warm to
cold regions. In winter, energy is transported from
the oceans, which are slow to cool, to the atmo-
sphere and then over the continents, thereby help-
ing prevent even more extreme wintertime cooling
of the continents. These transports and motions are
the weather systems that, when accumulated over
time, make up the climate.

The longitudinally averaged north-south (mer-
idional) temperature distributions that result from
these interactions are shown in Figure 1.3 for win-
ter, summer, and annual periods. Changes as a
function of both season and latitude are evident, re-
sulting from the changing solar insolation with sea-
son. At each latitude, the temperature varies with
longitude, depending primarily on the land-ocean
distribution and the season (Figure 1.4). Temper-
ature patterns vary even more on scales finer than
those shown. with societally important variations
occurring or scales as small as a few kilometers.
By considering temperature patterns in even greater
temporal detail, the difference between summer and
winter average temperatures also can be seen to
vary considerably, as do such additional measure-
ments as daily temperature range, frequency of very
hot days, and so forth.

Figure 1.5 shows the complexities of the sea-
sonal precipitation patterns. Because precipitation
is an intermittent rather than a continuous phe-
nomenon, particularly important consequences can
arise when extreme conditions occur. Similar re-
sults could be shown for soil moisture, snowfall, and
other variables.

The atmospheric wind fields that carry heat and
moisture are determined by the interaction of the
Earth’s rotation and gradients of pressure created
by the variable patterns of temperature and mois-
ture, which in turn have been determined by the
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average, based on data from Oort (1983) (1000 mb = 100 kPa).

wind fields. In low latitudes there is, on the aver-
age, rising motion near the equator where merid-
ional winds converge (the intertropical convergence
zone) and descending motion in the subtropics (ex-
tending from about 10° to 30° latitude). This low-
latitude circulation is known as the Hadley circu-
lation (or Hadley cell). Rising air occurs primarily
in individual convective cells (e.g., thunderstorms)
that release large amounts of rainfall. The heat re-
leased from this condensation further lifts the air,
leading to warming in the descending air of the sub-
tropics as the air is compressed, thereby drying the
air (i.e., reducing relative humidity) and reducing
precipitation.

In middle latitudes, the surface pressure pat-
tern is more complicated. At these latitudes, en-
ergy is most efficiently transported toward the poles
via large-scale waves and cyclones that move warm
air toward the pole and cold air toward the equa-
tor. The resulting air mass contrasts, particularly
in winter and spring in the Northern Hemisphere
when the equator to pole temperature contrasts are
large, create the large- and small-scale storms that
tend to move from west to east around the middie
latitudes, often dramatically changing local weather
every few days. In summer, there is less need to
transport energy poleward because of the day-long
solar input at high latitudes. At these times of year,
the middle latitude waves are less intense, and tem-
peratures depend more on local conditions than on
global gradients.

1.2.3 The Climate Record

Despite the day-to-day variations of weather, the
time-averaged conditions are, in most cases, re-
markably stable from year to year over the normal
human lifetime. One way this is indicated is by
the relative stability of the ecosystems that have
evolved in response to local climates. There have,
however, been significant shifts and changes over
long time scales (see discussion in Chapter 7 of this
volume). During glacial times ice covered much of
Canada and the northern United States; beginning
about 12,000 years ago and especially from 5000
to 9000 years ago, the region of the present Sa-
hara Desert was quite moist. It is not now clear
whether large changes such as these occur gradu-
ally (and so could be adapted to) or in intermittent
jumps over shorter periods (which could be very dis-
ruptive of societal activities). Developed societies
tend to devote significant resources to building a
resiliency to the climatic variations that they ex-
pect to experience. One of the most important but
most difficult questions is whether the frequency of
climatic extremes may change (or even whether it
has changed) as a result of the varying CO, con-
centration. For example, determination of whether
the frequency of drought might change would be es-
pecially important in planning for water resource
development in the western United States; changes
in the expected dates of first and last frosts could
alter planting schedules.

One measure of the behavior of recent climate
is the record of near-surface air temperature. A
Northern Hemisphere record from land stations for
which data are available over long periods of time
and records of Northern and Southern Hemisphere
nighttime marine air temperature assembled from
ship observations are shown in Figure 1.6. These
records and those of several other climatic indica-
tors are discussed extensively in Chapters 3 to 7
of the accompanying SOA report (MacCracken and
Luther 1985).

Over the last 100 years the large-scale hem:-
spheric-average near-surface air temperature has
varied over a range of about 0.5°C, with year-to-
year fluctuations that are usually less than this
amount. If the increasing CO. concentration were
to raise global average temperatures by about 3°C,
as suggested by Charney (1979) and the National
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or between 0 and —24°C are shaded.

Research Council (1983), the change would be ev-
ident on the hemispheric scale, causing average
temperatures to reach levels not experienced over
anomalous periods longer than about a month in
the past 100 years, nor, based on other indicators,
in as much as 100,000 years.

Although global average temperature fluctua-
tions are only tenths of degrees, month-long and
annual variations on smaller scales, particularly

in middle latitude, midcontinental regions, can be
larger, and annual average variations can be several
degrees in either direction. We can expect that as
the global average temperature rises, such strong
local variations will likely continue to occur. Be-
cause of these large local fluctuations, it will con-
tinue to be difficult to identify temperature changes
in local records. Such large variations, however,
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Figure 1.5. Global distribution of mean rate of precipitation for December, January, and February (A} and for June, July, and August
(B), as presented by Manabe and Holloway (1975) based on estimated data from Moller (1951).

also mean that some local regions (mainly in mid-
dle rather than high or low latitudes) have expe-
rienced individual months probably not unlike the
average conditions to be expected if the NRC pro-
jections are correct. In addition, when people move
from place to place, as Schelling (1983) points out,
they may experience conditions as different as might
be expected to occur in the next 100 years. It is
important to recognize, however, that the cultural
and physical environment to which they are accus-
tomed does not move with them, thereby introduc-
ing adaptive stresses.

Carbon Diozide and Climate Change: Background and Overview

For several reasons, however, such experiences
should not be viewed as completely reassuring. Be-
cause animals, trees, plants, farms, soils, dams and
flood control projects, and other structures are not
as easily movable as people, the normal climate for
them may become more like conditions that are now
viewed as being relatively extreme. The contin-
uing impacts of such a situation also can be ex-
pected to be more stressful than if the extreme is
only short lived. In addition, although not indicated
by present calculations, what are now considered to
be extreme conditions could be more frequent than
they are at present, further amplifying the impacts
of any climatic stresses created by changes in the
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Figure 1.6. Comparison of Northern and Southern Hemisphere
surface air temperature fluctuations. Data are from Jones et
al. (1986) for the Northern Hemishere land areas and from Folland
et al. (1984) for Northern and Southern Hemisphere nighttime ma-
rine air temperatures. The unpublished Southern Hemisphere data
were supplied by D. E. Parker (personal communication}). Smooth
curves were obtained by using a 10-year Gaussian filter. Source:
Wigley et al. (1985).

average climate. Of as much, and perhaps more,
importance will be the rate at which these changes
may occur; if the changes are slow, the adaptive
stress will likely be more tempered and tolerable
than if the changes are rapid.

It is the potential for significant societal stresses
from the warming projected to result from increas-
ing CO, and trace gas concentrations that accentu-
ates the need for better scientific estimates and that
has, to a large extent, prompted the organization of
national and international CO, research programs.
The following sections of this chapter and the rest
of this report describe recent efforts that have been
made to improve the understanding of this issue and
summarize current estimates and uncertainties.

1.3 MEANS FOR PROJECTING
THE FUTURE CLIMATE

Given the relative stability of the climate, one
means for estimating future climatic conditions, if

climatic system characteristics were being steadily
perturbed over a long period of time, would be
to extrapolate forward from past conditions. In
the case of the increasing CO, and trace gas con-
centrations, however, the basic radiative charac-
teristics change nonlinearly, and concentrations of
some species are changing at an accelerating rate.
To make climatic projections, therefore, it would
be necessary either to find a past situation dur-
ing which time similar changes were taking place
(referred to hereafter as climatic analogs), or to
develop theoretically based estimates, usually by
means of mathematical models. Because of lim-
itations in data bases, incomplete understanding
of the causes of past climate changes, and an un-
precedented rate of change of atmospheric CO, and
trace gas concentrations, no perfectly suitable ana-
log is available, and theoretically based estimates
will have to be the primary means for looking ahead,
even though the theoretical approach is also imper-
fect.

1.3.1 Mathematical Models
of the Climate System

The climate system is exceedingly complex. When
examined on a very fine scale (e.g., meters or less),
nearly every process and alteration can be explained
in terms of well-defined physical laws or statisti-
cally derived relationships governing stochastic oc-
currences on even finer spatial scales. The conserva-
tion laws for mass (of air, water, trace gases, etc.),
energy, and momentum are the most important laws
for the study of climate. Some of the important pro-
cesses representing transfer for these quantities can
be examined by laboratory and field experiments,
and the applicability of representations of the pro-
cesses can be confirmed. Limitations imposed by
mathematical solution techniques and by the capac-
ity and speed of computers prevent consideration
of the global atmosphere in enough detail for these
laws to be applied directly without making simpli-
fying approximations. To make the set of equations
more tractable, a variety of often interdependent
assumptions and approximations (often referred to
as parameterizations) must be made. This is one
source of imperfection in the theoretical approach.
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The choice of assumptions selected is usually tai-
lored to the type of problem and the resources avail-
able for solution and analysis, as discussed more
completely in Chapters 3 and 4 and in Appendix
A of this volume. The resultant set of simplified
equations and parameterizations is referred to as a
climate model.

One class of assumptions concerns the compo-
nents of the climate system included explicitly in
the model. In some cases only the atmosphere is
treated, with the ocean and land temperatures pa-
rameterized in terms of the atmospheric tempera-
ture (or vice versa); in other cases, the atmosphere,
ocean, land, sea ice, and continental snow are all
treated explicitly. The biosphere and glacial ice are
rarely treated explicitly in present climate models,
although on the time scales important for studying
the potential effects of the increasing CO, concen-
tration on climate, these domains may need to be
treated.

Another class of assumptions concerns the set
of equations treated by the model. Energy balance
models (EBMs) usually base their calculations only
on the conservation of energy, with the simplest
EBMs treating the entire Earth as having a sin-
gle temperature. More complex EBMs represent
the land-ocean latitudinal differences and parame-
terize the transport of energy by atmospheric mo-
tions. Radiative-convective models (RCMs) treat
the vertical structure of the global average atmo-
sphere, assuming buoyantly stable stratification.
These models are particularly well suited to detailed
study of the radiative effects of CO,, trace gases,
and aerosols and of chemical interactions among
species. General circulation models (GCMs) are
three-dimensional models that explicitly include the
conservation laws for mass of air (expressed in terms
of surface pressure), mass of water vapor, energy,
and the zonal and meridional components of mo-
mentum (west to east and south to north winds,
respectively). There is a hierarchy of models be-
tween EBMs and GCMs, each making different as-
sumptions about climate system components and
parameterizations needed to represent aspects of
the global system that are of particular interest.

Each model also makes choices concerning spa-
tial resolution. EBMs and other simple models tend
to treat the Earth as a single entity or to divide
it into latitudinal bands, but do not treat vertical

variations. RCMs divide the atmosphere vertically
into several layers but do not treat horizontal vari-
ations or gradients, and are usually used for equi-
librium calculations. The GCMs necessarily treat
all three dimensions of the atmosphere or oceans,
typically with a resolution of a few degrees latitude
and longitude and with, in the models discussed in
this report, two to nine layers in the vertical. These
models are also time dependent.

Furthermore, approximations must be devel-
oped by each model for each of the many processes
taking place, approximations that are valid on the
space scales and over the time scales for which the
model will be applied. An example is the need
to represent clouds and cloud systems, which typ-
ically have dimensions of one to tens of kilome-
ters, much less than the 500-km grid size typical
of GCMs. Major difficulties arise in parameterizing
cloud amounts and heights in different atmospheric
layers, because these quantities are below the res-
olution of the model; they must, therefore, be ex-
pressed in terms of the large-scale GCM variables
that can be calculated using the conservation equa-
tions. Because clouds are important in calculating
the distribution of radiative energy, the manner in
which this approximation is made may be critical.
Other such difficulties arise in dealing with vertical
convective mixing, sea ice, topographic effects, and
other processes. In each case, an attempt has been
made to test the accuracy and adequacy of the rep-
resentation of each process against field experiment
and laboratory data, but this is not always easy or
even possible.

The number of conservation equations, the spa-
tial resolution of the model, and the complexity of
the approximations determine the size of the sys-
tem of equations to be solved. For a simple EBM,
there may be only one equation and one spatial
box; for atmospheric GCMs and oceanic GCMs
(OGCMs), or even for coupled atmosphere-ocean
GCMs, there may be five or more conservation equa-
tions and 20,000 or more node points for the atmo-
sphere and an equal number for the ocean, mak-
ing a system of up to perhaps 200,000 equations,
with each equation having terms that require ex-
tensive calculations. The set of equations for an
EBM can be solved more rapidly (often by hand)
than can the set for an atmosphere-ocean GCM,
which requires advanced numerical techniques and
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the largest available computers (hence the terms nu-
merical model and computer model). As desirable
as it is to develop GCMs with finer resolution, com-
puter requirements increase roughly by a factor of 8
each time the horizontal grid size is halved, so one
cannot, in practice, develop a model representing
all of the scales of interest.

One might imagine that GCMs, which add to-
gether all of these physical laws, assumptions, and
approximations, would be able to explain all future
climatic behavior. Richardson (1922) attempted a
small-scale weather calculation in this way before
1920 and eventually envisioned a large theater with
the galleries filled with interactive computers (actu-
ally manually operated calculators) calculating the
weather throughout the world. Even if at some in-
stant, however, we knew the value of every impor-
tant variable in every equation for every location,
the numerous intercouplings of the equations and
the limitations in computer and observational accu-
racy would make it impossible to carry out an exact
projection. Theoretical analyses and numerical cal-
culations have shown that for nonlinearly coupled
systems such as the atmosphere, even very small
differences (or errors) will grow and propagate over
days and weeks until they noticeably affect the so-
lution throughout the entire domain. Thus, in mak-
ing weather forecasts, in which inherent differences
in initial conditions exist because of uncertainties
in the observed data (e.g., spatially unrepresenta-
tive measurements, biases in the instrument), it has
been shown that the theoretical limit for locally ac-
curate forecasts is a few days, and for the prediction
of major global features it is only a few weeks. The
day-to-day (or stochastic) variability of the weather
makes prediction of the conditions very difficult.

If the weather cannot be predicted more than
a few weeks into the future, even with perfect
GCMs, much less with EBMs and other models
that do not even attempt to calculate winds or pre-
cipitation, what is it that can be predicted? Al-
though the “weather” that GCMs predict may not
be identical to the manner in which the atmosphere
would evolve from the initial conditions used in the
model, many aspects of the space and time statis-
tics of the model’s atmosphere compare well with
observed statistics, if the model is properly con-
structed and suitably complete. This comparison

process is called verification and can involve the in-
teractive (and sometimes arbitrary) adjustment of
parameterizations to optimize the agreement with
observed climate statistics. Once adjusted, the
GCMs can produce both a sequence of atmospheric
states that might be called synthetic weather and,
over time, a set of model climate statistics that are
representative of the longer term average modeled
climate. If the model is accurate and working well,
the results will be quite similar to the comparable
observed quantities. Note, however, that EBMs and
other climate models parameterize transport pro-
cesses as well as other processes and simply project
only the longer term, lowest moments of the cli-
mate statistics. They are, therefore, largely limited
to studies designed to better understand the rela-
tive importance of various processes and to develop-
ment of approximate estimates of potential climate
changes.

In studies to project the climatic effects of CO,
and trace gas emissions, for example, the model
simulations of the present climate are referred to
as the control simulations. The initial approach to
studying climatic effects is to change a parameter
by an arbitrary amount, for example to double the
atmospheric CO, concentration, and then to deter-
mine the new equiltbrium climate. This is referred
to as the perturbed state. The difference between the
perturbed and control simulations is a measure of
the climate sensitivity to the chosen perturbation.
These arbitrary perturbations are usually chosen to
be large enough so that a statistically significant
difference (signal) can be seen in the model’s re-
sults, particularly in GCMs, which have an internal
or natural climatic variability (noise) introduced by
the weather that is approximately equivalent to that
of the real atmosphere. (If a GCM truly represented
the real world in all its complexity, the variability
of the model and the observed climate would be
equal. Because models necessarily simplify the cli-
mate system—for example, by leaving out the ef-
fects of changing ocean temperatures and volcanic
aerosol injections—model variability is usually less
than that of the real atmosphere.) An important
advantage of simpler models is that because they
do not attempt to predict the weather, their signal-
to-noise ratio is substantially higher than for stud-
ies with GCMs, and hence it is somewhat easier to
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Figure 1.7. Schematic illustration of climatic cause and effect (feedback) linkages and variables that are often included in numerical

models of the climate system. Source: Robock (1985).

identify the effects of smaller or shorter term per-
turbations in simpler modelis, even though climatic
processes may not be as accurately represented.
Because GCMs require extensive computer time
(typically tens of hours of time on the largest com-
puters for each year of simulated time), they have
been used primarily for sensitivity studies involv-
ing arbitrary, step function changes (i.e., discon-
tinuous in time) in various parameters. In making
these simulations, the GCMs calculate the transient
changes in response to step function forcing. Un-
less a succession of very small increments is treated,
however, this transient response does not necessar-
ily represent the manner in which the real atmo-
sphere would respond to a continuously changing
concentration because different climate system com-
ponents are responding at different rates than they
normally would, and adjustrents (or approxima-
tions) are often made in the models to achieve a
more rapid approach to climatic equilibrium than
would actually be the case. However, some EBMs,
which require only seconds or minutes of computer
time for each year simulated, have been used to
study the evolution of the model climate to realis-
tic, tyme-dependent (or secular) forcing induced by
changes in radiative parameters. For example, such
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models have attempted to simulate the climatic re-
sponse as the atmospheric CO, concentration has
gradually increased over the last 100 years (Chap-
ter 5). In lieu of such calculations with GCMs, in-
terpolations of various types (typically logarithmic
when dealing with CO, concentration) are usually
made. The difficulty with such interpolations, how-
ever, is that the climate system has many time con-
stants, and simple interpolations, especially of sea-
sonally dependent effects, may result in misleading
estimates.

Analyses of the results of sensitivity studies,
particularly with EBMs and other simple models,
have improved the understanding of many climatic
interrelationships and interactions. Figure 1.7 is a
schematic diagram of some of the interactions that
need to be treated in climate models; no models
now treat all of these process in sufficient detail.
One of the interesting results of model studies has
been the identification of important feedbacks, in
which a change in one variable changes another {or
a chain of other) variables, which in turn either am-
plifies or moderates the change in the first param-
eter, thereby causing either a positive or negative
feedback.

Two of the most important positive feedback
processes are the temperature-water vapor feedback
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and the snow and sea ice albedo feedback. In
the temperature-water vapor feedback, because the
amount of water vapor in the atmosphere is approxi-
mately exponentially related to temperature, a tem-
perature increase will allow the air to hold more wa-
ter if the relative humidity remains constant. This
added water will absorb and reemit more infrared
radiation, thereby providing more radiation back to
the surface, which in turn can cause more warm-
ing and further enhance the atmospheric moisture
content. In the case of snow and sea ice albedo
feedback, because snow and sea ice both have high
reflectivities, a decrease in snow cover or sea ice ex-
tent will allow additional solar radiation to be ab-
sorbed at those latitudes and melt additional snow
and sea ice, allowing even more absorption of solar
radiation. Such amplifying feedbacks can also work
in reverse. Without these two positive feedbacks to
amplify the relatively small direct radiative effect
of CO,, there would be much less concern with the
rise in the CO, concentration.

At least two other feedback processes may also
be very important, but are much less well under-
stood. Cloud feedbacks are extremely complex, in-
volving possible changes in cloud height (top and
bottom), amount, type, and optical properties. In-
creased low cloud amount, for example, can cool the
Earth during the day (by reflecting more solar en-
ergy) and warm at night (by trapping more infrared
energy). The net effect of clouds is not yet cer-
tain, nor is our knowledge of how cloud extent and
properties may change. Convective feedback and,
to a lesser extent, the seasonal cycle can serve as
negative feedbacks because warming (cooling) leads
to additional (lessened) transmission of energy to
space. If these feedbacks are large and cloud feed-
backs are negative, then the climate would change
very little as the CO, concentration increases. Such
a combination, however, seems unlikely.

Although researchers have made progress in un-
derstanding how well models represent the present
. climate, improving understanding of the degree to
which models are capable of accurately projecting
perturbed climates poses more difficult questions
and makes model verification both important and
difficult. To a limited extent, comparison of model
simulations of the evolution of the seasons provides
a test in which climate changes are far in excess of

any expected from an increase in the CO, concen-
tration. Such tests do indeed calibrate model rep-
resentation of processes having certain time scales,
but such tests do not adequately indicate whether
processes with longer time scales are properly rep-
resented or whether changes in climatic variability
(e.g., the frequency of drought) and the variability
and extremes of the weather (e.g., the frequency of
very hot days in summer) can be represented as the
average climatic state changes.

To address the first of these difficulties, research
is in progress to determine how well the models rep-
resent a variety of past climatic conditions, includ-
ing a period that occurred 8000 to 4000 years B.P.
(often referred to as the Hypsithermal), which some
have viewed as a possible warm-period analog to
a CO;-warmed world, and the cold ice age condi-
tions of 18,000 years B.P., which may be an inverse
analog. Such different climatic conditions can be
helpful in verifying that models work properly only
if the causes of such changes are understood; recent
efforts to link such paleoclimatic changes to varia-
tions in the Earth’s orbit (the Milankovitch hypoth-
esis) are particularly important (Berger et al. 1984).
As will be discussed in the next section, information
on past climates may also be helpful in other ways
in projecting future climatic conditions.

For the purpose of verifying that the models
can properly represent changes in the frequency
of weather extremes and climatic variability, our
present understanding of the causes for such fluc-
tuations and present model development and veri-
fication techniques are deficient. An important fu-
ture focus for research will be to better verify these
aspects of models and to develop alternative ap-
proaches for estimating such changes.

In summary, because the climate system is so
complex and the situation is unprecedented in his-
torical records, carefully verified climate models
provide the only opportunity to project the poten-
tial climatic effects of increasing CO, and trace gas
concentrations into the future. Because such mod-
els can never be completely verified, however, it is
essential to use our experience with the observed
climate to provide a framework for the evaluation
of the results of present climate models.
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1.3.2 Learning from Past Climatic Behavior

Information on past climates offers two opportuni-
ties for improving our understanding of present and
future climate: (1) to verify that climate models
can accurately represent the present climate and
possible climate changes; (2) to develop, if possi-
ble, analogs of what conditions could be like in a
warmer world.

The combustion of large amounts of fossil fuel
and emission of CO, into the atmosphere is an un-
precedented geophysical event. We cannot expect
the past record to provide an exact replication of
the recent and projected climate change. We can,
however, still learn about what may happen from
what has happened in the past (see further dis-
cussion in Chapter 7). Climate change has played
an important role in human migrations, creating
an Asian-Alaskan land bridge during glacial peri-
ods and permitting the Norse to cross the North
Atlantic during a warm period almost 1000 years
B.P. During the Little Ice Age, a relatively cool pe-
riod in Europe, extending roughly from the 15th
to early 19th century, there was speculation that
the Sun was emitting less energy as its fuel sources
ran down and that further cooling was inevitable.
Such speculation, however, prompted geologists to
carefully examine past evidence of many types; they
found evidence of both warmer and colder periods
back into the distant past. More than 65,000,000
years ago, the dinosaurs apparently enjoyed a rela-
tively warm tropical world that apparently had vir-
tually no year-round snow or ice. Only 18,000 years
B.P., however, ice a few kilometers thick covered
much of Canada, the northern United States, and
Europe and this ice lasted in some areas until the
Hypsithermal.

With such a variety of past conditions, it would
seem to be a straightforward task to develop analogs
for a warmer world. There are, however, a number
of problems (see, e.g., Bryson 1985). The first is
that, in general, the farther one goes back in time,
the less specific and less adequate are the data. The
instrumental record for temperature goes back only
a little more than 100 years; temperatures before
that time must be inferred from such information
as the length of the growing season, extent of sea
ice, type of vegetation or fauna, and other alterna-
tive indicators. In addition, information is available

only for particular regions, so it becomes difficult to
distinguish a regional from a global anomaly. As we
go back in time, we also lose temporal resolution,
and so we have little information on the extremes
and variances of temperature or any other climatic
parameter.

A second difficulty is that we do not yet com-
pletely understand the cause or causes of past cli-
mate changes, nor do we have any evidence that
a climatic warming due, for example, to increased
solar insolation or altered orbital elements would
be similar in pattern to a warming that may occur
because of an increasing CO, concentration. An
exciting new finding is that the CO, concentration
may have varied during the past 100,000 years and
that perhaps some of the past climatic fluctuations
may have been due to these natural variations in
the CO, concentration. If this is true, we may be
better able to develop an analog to a CO2-induced
warming.

Until a complete CO,-related analog is devel-
oped, however, the data on the characteristics of
past warm climates can only provide a qualitative
indication of whether the model results are plau-
sible, In those cases in which the causes of past
climate changes can be identified, such records can
also provide test cases to be used in model verifi-
cation studies. In pursuit of these objectives, two
periods seem most lixely to be able to provide help-
ful information.

1.3.2.1 The Hypsithermal (8000 to 4000 B.P.)

Interest in both the early development of civilization
and the causes of the warming that terminated the
ice age conditions of 18,000 B.P. have, over the past
100 years, prompted extensive efforts to reconstruct
the evolving climatic conditions of the past 15,000
years. A variety of evidence has been developed
that indicates that the last 10,000 years, known as
the Holocene, has been relatively warm, although
its conditions have not been constant. The Viking
period of about 1000 B.P. was recognized as being
warmer than the Little Ice Age conditions of 150
to 400 B.P., at least in the North Atlantic sector.
Such preinstrumental determinations are based on
what have become known as prozy data. Proxy data
are indirect measures of the climate that sense its
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effect on extant biological or environmental condi-
tions rather than the climatic variables themselves.
Mathematical relations that are based on observa-
tions of present-day relationships, known as transfer
functions, are then used to transform such biological
or environmental records into climate records.

A wide variety of proxy data techniques have
been developed, much as a detective develops tech-
niques to carefully search for and analyze evidence.
The date of flowering of particular plant species,
the pollen counts in annual sediment layers in lakes
(varves), and the time of year of the breakup of
drifting sea ice near Iceland, for example, provide
evidence of year-to-year climatic fluctuations. The
mixture of pollen grains and macro-fossils from var-
ious plants, as preserved in the middens of various
animals (e.g., the pack rat) or in lake or swamp sed-
iments, can indicate the type and mixture of vegeta-
tion present, which can in turn be related to multi-
year average measurements of temperature and pre-
cipitation. Although the relationships are not per-
fect, taken together,they do provide a consistent
picture of the climate of the Holocene period.

Proxy data, together with geological evidence
(e.g., indications of past lake levels, extent of
deserts), seem to indicate that the period from 8000
to 4000 B.P. was significantly different from the
present, as it was apparently warmer in summers
and the precipitation zones were shifted poleward.
This period, referred to variously as the Hypsither-
mal, the Altithermal, or the Climatic Optimum,
has been thought to have had an average hemi-
spheric temperature as much as 2°C warmer than
the present, but, as indicated in Chapter 7, this
value is likely too large. If this warmth were proven,
this period could provide important clues to what
a warmer world might be like, the extent of warm
belts, the sensitivity of sea ice to warming, and so
forth.

An important problem, however, is that we are
not yet certain about why past summer were ap-
parently warmer than present summers. There are
some indications that a natural variation in CO,
concentration may have been at least a contribut-
ing cause (Trabalka, 1985), and cyclic variations in
the Earth’s orbital parameters may also have played
a role. We are beginning to understand the extent
and timing of the changes, but because the period
is so far in the past, it may be difficult to develop

information about the natural variability of climate
during this period. This latter difficulty is disap-
pointing because the extent of natural variability is
one of the societally significant unknowns in present
projections of potential CO, effects on the climate.

1.3.2.2 The Past 100 Years

Compilations of Northern Hemisphere land temper-
ature observations over the past 100 to 150 years
indicate that there have been variations on the or-
der of 0.5°C in annual average surface temperature
and of larger amounts in the records for particu-
lar months. It seems natural to ask whether we
can learn about potential CO,-induced warming by
contrasting warm and cold periods during this time.
An important advantage of such studies is that rela-
tively large amounts of data are available, although
before 1900 the data cover only relatively limited
areas. It is also important to recognize that tem-
perature is not an easily determined quantity, be-
ing quite different in the sunshine and in the shade,
in the wind or in the calm, over grass or over a
parking lot. Conventions have been developed on
how to calculate the average temperature, with the
most popular one at present being to average the
maximum and minimum temperatures at a station
over a 24-h period, often ending at a more conve-
nient hour than midnight. Other problems include
the sparsity of stations over the ocean, the effect
of urbanization, and so forth. Despite these dif-
ficulties, several groups have struggled to develop
homogeneous data sets as free of biases and pitfalls
as possible. Although these efforts are not entirely
independent, there is general agreement about the
variations that have occurred (Figure 1.6).

To develop an insight into the potential patterns
of CO;-induced warming, a number of approaches
have been pursued. All involve the contrasting of
warm and cold periods; the difference between ap-
proaches is the manner in which each of these pe-
riods is developed. One approach, for example, is
to compare the average of the several warmest and
coldest years of the entire period; another approach
is to contrast the warmest sequence of years with
the coldest sequence. The problem with the former
approach is that the short time constant of year-
to-year variability (which the observational record
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represents) does not allow for long time period ad-
justments (e.g., of sea ice and ocean temperatures)
that would develop with the continued presence of
an increased CO; concentration. The problem with
contrasting warm and cold sequences is that the
temperature changes are usually rather small be-
cause, for example, a warm decade often includes
at least one cold year (and vice versa). For neither
method do we understand whether the temperature
differences were the result of natural fluctuations or
whether they were caused by specific events such as
injections of volcanic aerosols or variations in solar
irradiance.

Despite these many difficulties, and therefore
the limited applicability of such analogs, difference
patterns in the observations, although much smaller
than those expected from a doubling of the CO,
concentration, have some resemblance to the cli-
mate changes projected by models. Thus, analysis
of observations may be helpful in projecting future
changes, as well as being essential in determining
whether CO,-induced changes are taking place.

1.4 OVERVIEW OF REMAINING
CHAPTERS

When increased amounts of CO, are introduced into
mathematical models of the climate, the infrared
radiation balance is perturbed and the temperature
increases. Although the projected warming associ-
ated with a given increase in the CO, concentra-
tion is not the same in all of the simulations made
over the last 30 years, all of the simulations that
have been based on the laws governing atmospheric
physics and have been applied to study this ques-
tion do project such a warming. Study of plane-
tary atmospheres indicates that the concentrations
of CO, and water vapor are critical determinants of
the Earth’s average temperature. For example, the
very warm climate of Venus arises because its atmo-
sphere contains about 200,000 times as much CO,
per unit area as in the Earth’s atmosphere, and the
cold climate of Mars occurs because its atmosphere
has only one thirty-thousandth as much water va-
por as the Earth, although having about 40 times
as much CO,.

Chapter 2 of this SOA report describes in de-
tail the role of CO, and other gases in the solar
and terrestrial radiation balance. The theoretical

aspects are largely understood, although there are
still shortcomings in being able to estimate with
sufficient accuracy the combined radiative effects
of mixtures of gases, particularly water vapor and
CO,. Results of detailed mathematical models can
be compared with laboratory measurements, and
agreement has been quite good. An international
intercomparison is now under way to ensure that
the relatively simplified models that must be used
in studying climatic effects are sufficiently accurate
and in good agreement with observations and de-
tailed radiation transport models.

Chapter 3 and Appendix A present a more de-
tailed description of how climate models are con-
structed and the processes that determine climate
sensitivity. Because the ranges of atmospheric and
oceanic scales of motion and response time are so
great, present climate models can only approxi-
mately represent the important processes. A wide
variety of simplifications are made, resulting in a
hierarchy of climate models, with the choice of as-
sumptions depending on factors such as problem
type (i.e., time and spatial period of interest), com-
puter and personnel resource requirements, level of
understanding and relative importance of the pro-
cess, and so on. The best three-dimensional GCMs
now available are able to represent the existence
of major features of the global circulation patterns
and the seasonal shifts in average temperatures and
precipitation zones. These models are not, how-
ever, able to adequately represent climatic features
at particular grid points and the intensities of some
of the major dynamical features of climate, and can
only begin to be helpful to those studying changes in
subcontinental-scale climatic patterns. To provide
the necessary details for CO, impact studies, some
additional model improvements must be made and
more extensive comparison of model results with ob-
servations must be performed, including comparison
on subcontinental scales.

An additional approach to estimating climate
change has been to develop empirical approaches
by calibrating relatively simple theoretical models
against real or conceptual experiments. Appendix B
describes and analyzes this approach, which has led
to some rather highly publicized, but very mislead-
ing, results because of assumptions and limitations
in the interpretation of the experimental results.
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Chapter 4 describes the results of major model-
ing studies designed to investigate the equilibrium
sensitivity of the climate to relatively large changes
in the CO, concentration (see also Appendix A).
These calculations do not directly tell us what the
change in climate has been over the last 100 years or
more. The study of arbitrarily large step-function
changes in CO, concentration (e.g., doubling or
quadrupling of current or preindustrial levels) does,
however, identify the potential differences in aver-
age climatic conditions that may exist between some
time a century or more in the future and the climate
of the recent past and help us to identify the most
important physical processes. Such studies also pro-
vide a useful benchmark for comparing the results of
models developed by different research groups. In-
vestigating the causes of differences between models
and of the uncertainty of model results is a very dif-
ficult but essential task. Appendix C discusses some
of the difficulties in pursuing such analyses.

To date, computer resource requirements and
limitations in our ability to fully represent interac-
tive processes important on the multiyear scale have
limited the use of GCMs to the study of the cli-
mate’s sensitivity to large changes in the CO; con-
centration. It is important to recognize that these
studies are thus examining relatively large changes
between two near-equilibrium climatic states, an as-
sumption that may not be valid for either the re-
cent past or the future, because the CO, concentra-
tion continues to change. Even so, in these GCM
sensitivity studies, statistically significant identifi-
cation can usually be made of changes in global
and hemispheric parameters, although not usually
in regional- and continental-scale parameters. Be-
cause the real climate will be slowly changing rather
than remaining in equilibrium, and because the time
constants of the various climate system components
are different, conclusions drawn from such sensitiv-
ity simulations will contain an inherent, but un-
quantifiable, uncertainty if used to interpolate the
time dependent response.

Chapter 5 reviews the efforts that have been
carried out to study directly the climatic response
to the slowly increasing CO, concentration. The
major difficulties in this type of study arise from
three factors. The first is that the CO, concentra-
tion is increasing slowly (about 0.3% per year), so
that the climate changes tend to be small, and long

simulations (50 to 75 years) are required for the
response to be adequately detectable in model re-
sults, especially in GCM simulations. Second, this
slow response is accentuated by the thermal inertia
provided by the large heat capacity of the oceans.
Although the representation of the oceans can be
greatly simplified in equilibrium sensitivity calcula-
tions (as described in Chapter 4), calculations with
time-dependent forcing require an accurate treat-
ment of the oceans, sea ice, and the atmosphere.
Our knowledge about oceanic response mechanisms
and our ability to simulate the ocean are, however,
only now developing to the necessary level. The
third difficulty is that if, indeed, we want to at-
tempt to verify the accuracy of the response of the
model to the time-dependent forcing that occurred
over the past 100 years (a seemingly sensible task
to undertake before projecting the climate into the
future), we must consider the forcings caused by
several factors in addition to the increasing CO,
concentration. These include changes in volcanic
aerosol loading, trace gas concentrations, solar ir-
radiance, and the natural fluctuations of the cli-
mate system (the Southern Oscillation, etc.). Al-
though these processes are important, their effects
are not well understood, and the data bases avail-
able are only barely adequate. These difficulties are
only now starting to be tackled in a comprehensive
way. As an alternative to actual'y modeling the re-
sponse to time-dependent forcing, simple interpola-
tions (e.g., logarithmic in CO, concentration) of re-
sults from equilibrium sensitivity studies have been
used to estimate the change in temperature that
may have occurred over the last 100 years. Foyr pa-
rameters other than temperature (e.g., the date of
the melting of sea ice), such interpolations are likely
to fail. In recognition of these numerous difficulties
and the importance of improving our capabilities,
study of the climatic response to time-dependent
forcing is now a major thrust of research.

The CO. concentration is not the only poten-
tially perturbing influence on the climate. There
is recent recognition that increases in the concen-
trations of other trace gases will also be important.
Because the concentrations of these gases are now
so low, their absorption lines are not yet saturated,
so that on a molecule-for-molecule basis these gases
could have a much greater effect than CO,. Only
because emissions of the trace gases are much lower
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than those of CO, are the potential climatic effects
comparable. Chapter 6 describes studies of the sen-
sitivity of the climate to both trace gases and to
variations in volcanic aerosol loading and solar irra-
diance. Verifying that models can accurately simu-
late the present and past climate and assessing the
potential for future climate change will require con-
sideration of changes in CO, concentration, as well
as these other factors. This formidable task is now
starting to receive increased attention.

Chapters 2 through 6 describe the theoretical
basis for climate calculations and the resultant es-
timates of climate change. The perspective of past
climate changes as a means for evaluating the prob-
able validity of the theoretical models, and in a lim-
ited sense of the projected climate changes, is cov-
ered in Chapter 7. By looking at the differences
in climate between warmer and colder periods in
the past, similarities can be sought in a comparison
of modeled and observed anomalies. As indicated
in Section 1.3.2, deductions concerning the signif-
icance or absence of similarities are limited by a
lack of knowledge about the similarity of causes of
past and present changes, problems of differing time
scales, and so forth. Nonetheless, the past climatic
state was real, and if dramatic differences between
modeled and observed states were to be identified,
there would be serious cause for concern. Fortu-
nately, there appear to be some similarities in the
responses found by the two approaches, which adds
a measure of confidence to model results.

In the context of our ability to understand
and represent the climate, Chapter 8 attempts to
summarize the results of the various approaches
(equilibrium sensitivity studies, studies with time-
dependent forcing, observation-based analogs) to
identify the points of agreement and disagreement
and the degree of certainty and uncertainty and
to highlight the unresolved issues. Although there
appears to be rather widespread agreement that a
doubling of the CO, concentration could induce a
global average surface air temperature warming of
a few degrees Celsius, and that increases in trace
gas concentrations could substantially augment this
warming, there is no agreement yet on many funda-
mental aspects of the issue that seemingly should be
resolvable. For example, although numerical mod-
els developed by different groups are in approxi-
mate agreement (within 25 to 50%) on the projected

global average temperature change to be expected
from a doubling of the CO; concentration, their re-
sults differ significantly (by greater than a factor
of 2) on expected changes in both low and high
latitudes; that is, although there is some agree-
ment that polar amplification of the temperature
increase will occur, its magnitude is not well de-
fined. There is also substantial disagreement on the
relative importance of different processes in ampli-
fying the warming, with primary attribution given
to cloud feedback (a highly uncertain area) by one
group, to sea ice feedback by another, and to wa-
ter vapor feedback by another. As described more
fully in Wigley et al. (1985), there is also an in-
dication that model-derived climate changes of the
last 100 years (based on logarithmic interpolation
techniques) may be larger than the observed change
and may exhibit a different time history, even when
some rather uncertain adjustments are made to
account for possible volcanic and solar variations.
This apparent disagreement depends to a large ex-
tent on how the models treat the heat capacity and
circulation of the oceans, which may delay the ex-
pected equilibrium warming by several decades or
more.

In a variety of direct and indirect ways, in-
creases in CO, and trace gas concentrations could
significantly affect the environment in which we ex-
ist. For the climate research community to pro-
vide the reasonably definitive information neces-
sary for the assessment of the importance of pro-
jected climate changes, considerably more research
will be required, an overview of which is presented
in Chapter 9. The major research thrusts identi-
fied in that chapter are not unique to the CO, is-
sue but apply across the spectrum of issues involv-
ing global climate studies. These include further
model development (particularly the development
of coupled atmosphere-ocean models), more exten-
sive evaluation of the adequacy of various parame-
terizations (particularly cloud processes), improved
and more extensive model verification (especially
of regional, subcontinental, and seasonal patterns),
more thorough analysis of CO, sensitivity studies
(particularly to understand disagreements among
results from different models), and careful planning
of studies with time-dependent forcing, which must
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be done with coupled ocean-atmosphere GCMs (fo-
cusing on the verification and determination of ap-
propriate time constants). Such a list presents a sig-
nificant challenge for the next ten years and more.

1.5 SUMMARY

The study of the Earth’s climate is being under-
taken by many groups throughout the world, each
looking at a variety of aspects of the issue, and
progress is continuous. It is difficult to summarize
all of these efforts and integrate them into a sin-
gle volume. The chapters in this SOA report have
been prepared by leading researchers in their fields,
each attempting to portray a particular aspect of
the CO, issue in the context of all of the other as-
pects, many, but not all, of which are treated in this
volume.

Carbon dioxide is essential to life on Earth, and
changes in its concentration will set off a chain of re-
sponses involving many interacting processes. The
climate will surely respond in important ways. This
SOA report attempts to define our current under-
standing of how this will happen, balancing what
we know (and think we know) with what we do not
yet know (and what we cannot know).

Certainly, the climatic aspects of the potential
increase in the CO, concentration must be studied
further so that better resolved and more accurate
estimates of the future climate can be made avail-
able for assessment studies. At what stage these re-
sults will be certain enough to draw firm conclusions
cannot be defined by scientists alone; such questions
necessarily involve the importance of the decisions
faced by public representatives. This volume at-
tempts to present where we are and where we are
going, leaving judgments of societal significance to
other forums.
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2.1 INTRODUCTION

This chapter addresses the radiative forcing of the
Earth-atmosphere system caused by an increase in
carbon dioxide (CO,) levels that can lead to climate
change. The importance of the Earth’s radiation
budget is described, and the radiative properties of
CO, and other radiatively important gases are pre-
sented. Methods of computing gaseous absorption
and their accuracy are discussed. Components of
the radiation budget (solar and longwave) are de-
scribed along with the effect of variations in CO,
concentration. Because aerosols and clouds also
have important radiative properties, the effects of
changes in aerosol and cloud amounts are also dis-
cussed. The purpose of this chapter is to provide an
overview of the radiative effects of CO, and other
atmospheric constituents that are important in de-
termining the potential climatic effects of changes in
atmospheric composition (discussed in the following
chapters).

The global energy balance provides a physical
basis for relating energy transfer processes to the
climatic state of the Earth-atmosphere system. Per-
turbations to the climate system originate as per-
turbations to energy transfer processes within the
climate system. In the case of increasing CO, lev-
els, the change in radiative energy transfer becomes
the forcing mechanism leading to climate change.

The moisture budget for the atmosphere is inti-
mately related to the energy budget because evap-
oration at the surface depends on available energy
and moisture. The release of latent heat in the at-
mosphere is also an important component of the
energy budget. Perturbations to the energy bal-
ance can affect components of the moisture budget,
thereby leading to changes in the H,O content of
the atmosphere, cloud amounts, and precipitation
rates, in addition to changing the temperature.

The process by which changes in species compo-
sition affect tropospheric temperatures can be un-
derstood by considering the energy balance at the
top of the atmosphere. When the atmosphere is
in radiative balance (which is essentially the case
on an annual-average basis), the outgoing longwave
radiation at the top of the atmosphere balances the
net incoming solar radiation (downward minus up-
ward). Figure 2.1 shows the spectral upward ra-
diance at the top of the atmosphere as a function
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of wave number, which is the inverse of wavelength.
The area under the spectral radiance curve in Figure
2.1 equals the outgoing longwave radiation. About
90% of the outgoing longwave radiation originates
from the atmosphere; the rest originates from the
Earth’s surface. When the atmospheric concentra-
tion of a radiatively active gas such as CO, is in-
creased, the outgoing radiation in the spectral re-
gion where that gas absorbs longwave radiation is
reduced. To maintain a balance with the net incom-
ing solar radiation, which is only slightly affected
by an increase in CQO,, this decrease must be made
up in some other part of the spectrum so that the
area under the radiance curve remains unchanged.
Through radiative exchange with the Earth’s sur-
face,! the surface temperature increases, leading to
a larger emission to space in the 800-1200 cm !
region where the atmosphere is highly transparent.
As atmospheric temperatures increase, the radiance
is increased at other wave numbers as well. The
warming in response to the initial increase in at-
mospheric opacity because of CO, occurs until the
radiation balance with incoming solar radiation at
the top of the atmosphere is restored. Warming at
the Earth’s surface is expected to lead to increased
H,O abundance, which would further enhance the
warming at the surface and in the lower atmosphere.

From the alternative perspective of considering
the energy balance at the Earth’s surface rather
than at the top of the atmosphere, increasing the
atmospheric opacity leads to increased downward
emission from the atmosphere to the surface, which
tends to warm the surface. As the surface warms,
more energy is transferred from the surface to the
atmosphere, resulting in higher atmospheric tem-
perature and increased back radiation to the sur-
face. The increase in atmospheric opacity reduces
the amount of energy transmitted from the Earth’s
surface to space. The perturbation to the sur-
face energy balance also changes the fluxes of sen-
sible and latent heat from the surface. As the
Earth’s surface warms and absolute humidity in-
creases, more and more of the absorbed solar and
back radiation to the surface is used to evaporate

1 The radiative exchange with the Earth’s surface provides the
initial forcing that leads to an increase in surface temperature.
Changes also occur in the fluxes of sensible and latent heat
from the surface in response to this forcing.
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Figure 2.1. The terrestrial infrared spectra and various absorption bands. Also shown is an actual atmospheric emission spectrum
taken by the Nimbus IV IRIS instrument near Guam at 15.1°N and 215.3°W on April 27, 1970. Source: Liou (1980).

water from the surface rather than increasing sur-
face temperatures.

Both of these perspectives describe the process
by which increases in the atmospheric abundance of
greenhouse gaseslead to warming at the Earth’s sur-
face. The term greenhouse gases refers to gases that
are highly transparent to solar radiation but are
relatively opaque to longwave radiation, similar to
glass in a greenhouse. The process by which warm-
ing occurs in a greenhouse is different from that de-
scribed above. In this regard the terms greenhouse
gas and greenhouse effect are misnomers.

2.2 RADIATIVELY IMPORTANT
ATMOSPHERIC CONSTITUENTS

CO, is one of many radiatively active atmospheric
constituents. Although we consider here that in-
creases in CO,; would provide the initial radiative
forcing, the resulting change in climate depends on
the radiative properties of all the radiatively active
atmospheric constituents. The various atmospheric
constituents are listed in Table 2.1 along with their
volume mixing ratios.? Many constituents have
volume mixing ratios that vary slowly in space

2 Volume mixing ratio is the number of molecules of the con-
stituent in a unit volume divided by the number of molecules
of air in that volume.

and time. The constituents CO,, methane (CH,),
and nitrous oxide (N,O) are examples of species
in this category. The CH, and N,O mixing ra-
tios are nearly constant with altitude through the
troposphere, declining in the upper stratosphere as
photolysis becomes more effective at high altitude.
Other species are highly variable in both space and
time. In addition to the species listed in Table 2.1,
clouds and aerosols also are important radiatively
active atmospheric constituents.

Table 2.1
Atmospheric Constituents with Small Spatial and
Temporal Variation

Constituent Percent by Volume

Nitrogen (N3) 78.084

Oxygen (O2) 20.984

Argon (Ar) 0.934

Carbon Dioxide (CO3) 0.033

Neon (Ne) 18.18 x 104

Helium (He) 5.24 x 10—+

Krypton (Kr) 1.14 x 10~4

Hydrogen (H3) 0.5 x 10~*

Xenon (Xe) 0.089 x 10—+¢

Methane (CH,) 1.7 x 1074
(at surface)

Nitrous Oxide (N;0) 0.3 x 10~¢

(at surface)

Source: Liou (1980).

28 Projecting the Climatic Effects of Increasing Carbon Diozide




All of the gases as well as solid and liquid
particles scatter sunlight. Gas molecules are very
much smaller than the wavelength of light (i.e.,
the Rayleigh limit), so their scattering cross section
varies inversely with wavelength to the fourth power
(Chandrasekhar 1960; Liou 1980). The scattering of
light by spherical particles is much more complex,
depending on the particle size distribution and the
wavelength-dependent complex index of refraction
(Mie 1908; van de Hulst 1957).

The atmospheric constituents differ greatly in
their absorptive properties. The general character-
istics of atmospheric absorption are shown in Figure
2.2. The two curves show the energy distribution
characteristic of blackbody emission at 6000 K (the
solar temperature) and at 255 K (the average terres-
trial emission temperature). The fractional absorp-
tion between the top of the atmosphere and ground
level also is indicated as a function of wavelength in
the lower part of the figure.
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Figure 2.3. (A) Black-body curves for 6000 K and 255 K, which
approximate the mean emitting temperatures of the sun and the
Earth. (B) Atmospheric gaseous absorption for radiation passing
from the top of the atmosphere to ground level.

There is very little gaseous absorption in the
visible region (0.4-0.7 um), although weak absorp-
tion bands of ozone (O3) (the Chappuis bands) and
NO; occur in this region. Ozone is the primary ab-
sorber of solar radiation at ultraviolet (UV) wave-
lengths between 0.20 and 0.36 um. In the solar near-
infrared (IR) region (0.7-4 pm), water vapor (H,0)
is the most important absorber. Carbon dioxide has
several absorption bands between 1.4 and 5.2 um,
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with the two strongest bands centered at 2.7 and
4.3 pm.

The main gases of the atmosphere, nitrogen and
oxygen, contribute only slightly to solar absorption.
Monatomic and diatomic gases where both atoms
are the same element (e.g., Nz, O, and H,) do
not have a permanent dipole moment, which makes
them ineffective absorbers of radiation at most so-
lar and IR wavelengths. The absorption bands for
these constituents are primarily due to transitions
in electron energy levels, and this leads to absorp-
tion in the UV region. There are three weak oxy-
gen absorption bands in the visible solar spectrum,
centered at wavelengths of 0.63, 0.69, and 0.76, um
respectively. Oxygen also has several systems of ab-
sorption bands in the far IR where there is little so-
lar energy. In the UV region the strong Schumann-
Runge bands are located in the region 0.175 to 0.203
um and the Herzberg bands are in the region from
0.20 to0 0.26 um. Triatomic molecules, such as CO,,
H,0, and O;, have vibrational and rotational en-
ergy transitions that lead to absorption in the IR
region.

Many gases have absorption bands in the long-
wave region (wavelength > 4 um). Among these,
CO,, H,0, and Og are the most important ab-
sorbers. CO, has strong absorption bands in the
15-um region (600 to 800 cm™?! in Figure 2.1). In ad-
dition, CO, has weak absorption bands near 10 um
(1000 cm™1), which are not indicated in Figure 2.1.
The 15-um band coincides with the peak in the ther-
mal emission from the Earth’s surface, which has an
emitting temperature of about 288 K. CO, absorbs
upward radiation from below and replaces it with
radiation emitted at the atmospheric temperature.
The temperature corresponding to the spectral ra-
diance shown in Figure 2.1 is the effective emitting
temperature of the radiation being emitted to space.
Because temperature decreases with altitude in the
troposphere, the lower the radiation temperature,
relative to the surface temperature, the higher the
altitude in the atmosphere from which the radia-
tion is emitted. Thus, the region of low radiation
temperature in Figure 2.1 shows that the radiation
emitted near the center of the 15-um band of CO,
originates from the stratosphere. As absorption be-
comes weaker farther from the center of the 15-um
band, the altitude from which the radiation is emit-
ted moves lower. At 900 cm™!, for example, the
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atmosphere is relatively transparent and the radia-
tion emitted to space is characteristic of the surface
temperature.

Water vapor absorption bands span most of the
longwave region. The 6.3 um band (resulting from
transitions in molecular vibrational energy) covers
the region from about 1200 to 2000 cm™!. Two
other vibrational bands are located near 2.7 um.
The band resulting from transitions in rotational
energy covers the region from 0 to 900 cm~!. Be-
tween 800 and 1200 cm™!, there is weak continu-
ous absorption which is important in regions of high
H,O concentration.

Ozone has two narrow vibrational bands cen-
tered near 9.6 um (1042 and 1103 cm™') and a weak
vibrational band centered at 14.27 um that over-
laps the strong 15-um absorption band of CO,. A
strong absorption band at 4.7 um is in a portion of
the blackbody emission curve where there is little
energy, so it does not contribute significantly to the
longwave energy budget.

There is relatively little atmospheric absorption
in the region between 800 and 1200 cm™! except
for continuum H;O absorption in the lower tropical
troposphere. Because the atmosphere is essentially
transparent in this portion of the longwave regime,
this region (centered at 10 um) is called the atmo-
spheric window.

Other radiatively active trace gases are listed
in Table 2.2 and the locations of the most effec-
tive absorption bands are indicated in Figure 2.2.
Many of these gases have absorption bands that lie
within the atmospheric window. By not overlap-
ping strong absorption bands of other constituents,
absorption bands in the window region can be very
effective in decreasing the longwave radiation emit-
ted to space. Many of these gases have very strong
absorption bands. For example, CFCl; has a band
strength® of 1700 cm~2 atm™! at standard temper-
ature and pressure (STP), whereas the 15-um band
of CO, has a band strength of 213 em™2 atm™?! at
STP. Because the concentration of CFCl;s is sev-
eral orders of magnitude less than that of CO,, the
radiative effect of CFCl; is less than that of CO,.

3 Band strength is the sum of the strengths of all lines in a
band and is an indicator of the potential absorption due to
that band. For two gases, each with the same column amount
at standard temperature and pressure, the gas with the larger
band strength would have more absorption. Except for small
absorber amounts, the absorption would not be directly pro-
portional to band strength.

Although the radiative effects of trace gases are cur-
rently small, they could increase significantly in the
future because the concentrations of many of the
gases are projected to increase because of anthro-
pogenic emissions (see Chapter 6 of this volume).

Table 2.2
Band Centers and Volume Mixing Ratios of Trace Gases
Other Than CO2

Mixing Ratio in
Lower Troposphere

Trace Gas Band Center {cm™!) {ppm)

N,O 589, 1168, 1285 0.3

CH, 1306, 1534 1.7

O3 1041, 1103 0.02-0.1

CFCl; (CFC-11) 846, 1085, 2144 2.0 x 10~*
CF;Cl; (CFC-12) 915, 1095, 1152 3.5 x 10~4

CF, 632, 1241, 1261 6.0 x 10~5
CF2HCI (CFC-22) 1117, 1311 6.0 x 10~5
CCl, 776 1.5 x 10~4
CHCl; 774, 1220 1.0 x 10~5
CH;Cl, 714, 736, 1236 4.0 x 10~8
CH;3Cl 732, 1015, 1400 6.5 x 10~
CH;CClg 707, 1084 1.3 x 10~¢
C.H, 949 1.0-20.0 x 10—*
SO, 518, 1151, 1361 1.0 x 10—4
NH; 950 1.0 x 10~3
HNOs 1695, 1333, 850 1.0-10.0 x 10~4

Trace gases that are radiatively active predom-
inantly in the longwave region, such as CH,, N,O,
CFCl,, and CF;Cl,, have behaviors similar to that
of CO,. These gases are essentially transparent to
solar radiation but are opaque to longwave radi-
ation in specific spectral bands, and they behave
similarly to CO. in that they initially reduce the
outgoing longwave radiation to space, which leads
to a warming of the surface and troposphere until
the radiation balance is restored. Trace gases that
are radiatively active in both the solar and long-
wave regions, such as Oz and NOg, can lead to ei-
ther warming or cooling at the surface depending
on how they are distributed vertically (see Chapter
6) and on the relative strengths of the bands in the
solar and longwave spectral regions.

Water vapor, CO,, and Og are the most im-
portant radiatively active gases in terms of their
contribution to the temperature structure of the
atmosphere. Figure 2.3 shows the contribution of
each of these gases to the net radiative heating rate
as a function of altitude, as computed by Manabe
and Strickler (1964). This figure applies to global
annual-mean conditions. LH,O, LCO,, and LOg
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refer to the individual contributions to the rate of
temperature change that is due to longwave radi-
ation absorption and emission. The curve marked
SH,0 + SCO, + SOj gives the rate of temperature
change due to absorption of solar radiation by H,O,
CO., and Og. Solar absorption by Og accounts for
nearly all the solar absorption in the stratosphere
(the region above ~13 km), and H,O is the major
source of solar absorption by gases in the tropo-
sphere (<13 km). CO; is a very weak absorber of
solar radiation, but it is very important in terms
of the longwave cooling rates, particularly in the
stratosphere.
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Figure 2.3. Radiative-convective model results for the longwave
cooling and solar heating rates. The letters L and S denote long-

wave and solar, respectively. The model results are taken from
Manabe and Strickler (1964).

In the stratosphere, temperature increases with
altitude reflecting the heating due to absorption of
solar radiation by Os. On an annual-average ba-
sis, the solar heating is compensated primarily by
longwave cooling due to CO,. The temperature pro-
file in the troposphere, with temperature decreasing
with altitude, is a result of interactions between con-
vection, large-scale dynamics and radiation. Radia-
tive processes in the troposphere contribute to the
net energy balance of the troposphere-surface sys-
tem. The troposphere must radiate to space not
only the solar energy absorbed there but also the
bulk of that absorbed at the surface.
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2.3 RADIATIVE TRANSFER THEORY

This section provides somewhat simplified descrip-
tions of the radiatively important quantities that
must be calculated or parameterized in a climate
model. Because nearly 99% of the radiation inci-
dent from the sun falls at wavelengths <4 pm and
approximately 99% of the energy thermally emit-
ted by the Earth-atmosphere system is at wave-
lengths >4 um (see Figure 2.2), and because the
physical mechanisms dominating the transfer of ra-
diation differ in these two portions of the spectrum,
it is convenient then to discuss atmospheric radia-
tion as either solar shortwave (wavelengths <4 um)
or as terrestrial longwave radiation. The theory
of the transfer of electromagnetic radiation is well
understood for horizontally homogeneous stratified
atmospheres; the details concerning the basic equa-
tions can be found in several different texts (e.g.,
Goody 1964; Paltridge and Platt 1976; Houghton
1977; Liou 1980).
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Figure 2.4. Diagram of solar flux components for a one-layer

model.

For the sake of illustration, consider a one-layer
atmosphere illuminated at the top by a monochro-
matic solar irradiance S, at local zenith angle 8,
as shown in Figure 2.4. The monochromatic up-
ward F; and downward F| flux densities at the top
and bottom of the atmosphere (subscript ¢ and b,
respectively) may be written as

T AT (o)

F,, = R . S U
t1 v Mo (MO) + (1 — RA,) )

(2.1)
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Fbl

= Su,uo( T(MO) (2-2)

1- RA,)’
and

FbT - Fbl - A, 9 (2.3)
where v is the frequency or wave number, A, is
the surface albedo, assumed to be Lambertian,*
po = cosby, and R, T, R(po), and T (uo) are the
spherical and planar reflectivities and transmissivi-
ties, respectively. With the exception of pg, all the
quantities are functions of v but this subscript has
been dropped for convenience.

Physically, Equation (2.1) states that the solar
radiation reflected to space consists of a part coming
from the atmosphere alone [R{fu,)], including the
effects of absorption and multiple scattering within
the atmosphere, plus a part resulting from reflection
from the surface that has been enhanced by multi-
ple reflections between the surface and atmosphere
[the (1 — RA,)"! term|. Similarly, the radiation
reaching the surface (Equation 2.2) is due to that
portion transmitted, T (uo)(direct + diffuse), which
has been enhanced by multiple reflections between
the surface and atmosphere.

The Rs and T's are functions of the absorption
and scattering properties of the radiatively active
gases and particulate matter in a given spectral in-
terval (i.e., the shape, sizes, number distribution,
and complex index of refraction of the particulate
matter, and the density and absorption and scatter-
ing coefficients of the gases). Detailed and approx-
imate techniques for calculating the Rs and T's for
horizontally homogeneous conditions are described
in the previously mentioned texts and in numer-
ous papers (e.g., Lacis and Hansen 1974; Joseph et
al. 1979; Meador and Weaver 1980). The techniques
used to account for multiple scattering in climate
models cover a wide range of sophistication, and the
uncertainties in these techniques may be important
as the radiative properties of the atmosphere vary.
Although this is a potentially important problem,
this chapter focuses on the atmospheric radiation
budget and the effect of changes in CO,.

Of particular concern to the CO, problem is
the manner by which absorption by the atmospheric

4 Radiation scattered by the Earth’s surface is assumed to be
uniform in all directions (that is, isotropic).

gases is calculated. When absorption alone is con-
sidered, the equation for the total downward solar
flux density f; at altitude z may be written as

[z o) = #0/0 S,T, (2, 2003 to)dv , (2.4)

where T, is the monochromatic transmissivity for
the slant path from the top of the atmosphere z,
to z along uo. T, for one absorbing gas with den-
sity p,, Is related to the monochromatic absorption
coeflicient k, for a plane parallel atmosphere as

Zoo d n
T.(2, 200} #) = €xp <—/ k,,pa—:—) .

0

(2.5)

The downward longwave flux for a plane parallel
axisymmetric atmosphere in thermodynamic equi-
librium with no scattering is related to T, as

AT
where B, is the Planck function for the temperature
at z’ and T, is the fluz transmissivity defined as

BTF,,(Z 4 )

L dy (2.6)

F(z) =

1
Tr.(2,2') = 2/; T.(z,2';p)udp . (2.7)

Physically, Equation (2.4) states that the down-
ward flux at z is equal to that portion of the solar
flux incident on the top of the atmosphere trans-
mitted to z, whereas the longwave flux at z is due
to the sum of the contributions of each emitting el-
ement between z and the top of the atmosphere,
each attenuated by the appropriate optical path.
The equations for the upward short- and longwave
fluxes have terms similar to those in Equations (2.4)
and (2.6).

Because of the nearly discontinuous variation of
the absorption coefficient k, with v, only the inte-
gration over v poses significant practical problems
in the computation of clear-sky-radiation quanti-
ties. The next section summarizes the techniques
commonly used to approximate the frequency inte-
gration.
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2.4 COMPUTATIONAL METHODS FOR
GASEOUS ABSORPTION

2.4.1 Transmissivities for Individual Gases

2.4.1.1 Line-by-Line Technique

The most straightforward technique for the integra-
tion over v is to perform a numerical integration af-
ter having specified k, at sufficiently small intervals
(1074 to 1072 ¢cm~'). This is no small task be-
cause k, depends on the locations, strengths, and
shapes of the spectral lines throughout the spec-
trum. Specifically, k, can be written as

k(T.p) = >_Ss(T) f1+(T,pvos,v) ,  (28)

where S; is the integrated line intensity for the Jth
line, f; is the line shape factor for the line cen-
tered at vy, for temperature T and pressure p. Be-
cause this technique involves summing the contri-
bution of each line, it is usually called the line-by-
line (LBL) technique. Details concerning variations
of this technique may be found in Drayson (1967),
Fels and Schwarzkopf (1981), and Scott and Chedin
(1981).

Use of the LBL technique has become more
widespread with the availability of documented
spectral line data (e.g., McClatchey et al. 1973)
and with the availability of high-speed computers.
Comparisons of laboratory-observed transmittances
with LBL-calculated transmittances have generally
shown agreement to within 5-10% transmittance
over narrow spectral intervals (e.g., McClatchey
1976) and to within several tenths of a percent
for total band absorption for CO, (e.g., Fels and
Schwarzkopf 1981). Because the principal uncer-
tainties of this technique involve basic spectroscopic
quantities (S; and f;) common to all techniques,
rather than the integrations, many investigators
use LBL calculations as a reference to check more
approximate techniques. However, because of the
large number of lines in the spectrum (~10%), the
LBL technique consumes copious amounts of com-
puter time on the fastest computers when applied
to flux and heating rate calculations. As a result, it
is not a technique useful for routine calculations in
climate models.
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2.4.1.2 Narrow Band Models

A common approximation for performing the fre-
quency integration consists of dividing the spectrum
into a finite number of spectral intervals that are
small enough to regard B, or S, as constant across
the interval, yet wide enough to smooth out the
detailed spectral features. This technique, usually
called the narrow band model (NBM) technique,
requires the calculation of the frequency-averaged
transmissivity 7; which, for a homogeneous path
with absorber amount u, may be written as

1
Ti(u, p, T) - Av.

v+ Ay,
/ e (TPv gy | (2.9)

where typically Av < 50 cm™?! and ¢ is an index for
the frequency or wave number interval.

In practice, two different approaches are used
to determine the functional dependence of T; on u,
p, and T. One approach involves making assump-
tions concerning the distributions of the line param-
eters S; and f;, which will allow T; to be expressed
in terms of analytical functions with adjustable pa-
rameters. The parameters for a given spectral in-
terval are specified from laboratory observations or
by forcing agreement with spectroscopic theory in
asymptotic limits. The resulting function is ap-
plied to atmospheric problems with the use of the
Curtis-Godson approximation (Goody 1964), which
defines a temperature-scaled amount of absorber at
a definable mean pressure. Several different band
models are discussed in Goody (1964) and applica-
tions to flux calculations have been numerous (e.g.,
Rodgers and Walshaw 1966; Haurwitz and Kuhn
1974; Ellingson and Gille 1978).

A somewhat different NBM approach trans-
forms Equation (2.9) to an integral over k, in Av,
and the distribution of k, is determined from LBL
calculations (e.g., Chou and Arking 1980). This so-
called k-distribution technique is applied to atmo-
spheric problems with the use of a one-parameter
scaling approximation. Closely related to this tech-
nique is the sum of exponentials technique as dis-
cussed by Lacis and Hansen (1974) among others.
The advantages of the k-distribution technique over
the analytical band models are that the actual dis-
tributions of k, are employed, the frequency integra-
tion is accurately performed for homogeneous paths,
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and the form of the expression for T; allows a ra-
diation model to be extended to include multiple
scattering.

Another type of NBM uses empirical functions
fit to a small range of observations or calculations
(e.g., LOWTRAN, Selby et al. 1976). Although
useful to some applications, this type of approach
leaves large uncertainties when the empirical func-
tions are used beyond the range of variables for
which they were intended.

The analytical models suffer from the fact that
one function cannot even reasonably be applied to
one gas, let alone all gases in all spectral intervals.
However, the associated errors may be reduced by
a judicious calculation of the adjustable parame-
ters, and the application of the analytical models
to atmospheric calculations has firmer theoretical
foundations than do the one-parameter scaling ap-
proximations. In either case, the NBM calculations
overcome the computer time limitations of the LBL
technique when applied to some climate model ap-
plications (e.g., frequent one-dimensional calcula-
tions). However, the NBMs generally still require
too much computer time for practical applications
in two- and three-dimensional climate models.

2.4.1.3 Wide Band Models

The third general approach to the transmission-
absorption problem is the use of observations, LBL
calculations or NBM calculations to construct mod-
els of the absorption over large band widths, or
even the entire spectrum. These approaches are
denoted here as wide band models (WBM). One
example of this approach is the so-called emissiv-
ity approximation, which is an attempt to perform
the entire spectral integration separately for each
absorber. An historical account of emissivities is
given by Hottel and Sarofim (1967), who point out
that Schack (1924) was perhaps the first to show
how data could be used to predict the emissivity.
Atmospheric applications of this approach date at
least to Elsasser (1942), and modifications and im-
provements are discussed by Ramanathan (1976).
This approach is appealing to climate studies be-
cause the integrated absorption for the active gases
may be measured over a wide range of variables in
the laboratory, and because the calculations may
be performed very rapidly on the computer. For

example, Ramanathan (1976) and Kiehl and Ra-
manathan (1983) show good agreement of model-
predicted and laboratory-observed integrated CO,
absorptivities for the 15-um band system. The pri-
mary difficulties with this approach are accurately
accounting for the nonhomogeneous path and for
overlap with other active gases.

A more recent WBM approach might be called
the perturbation technique. As pointed out by Cur-
tis (1956) and applied by Rodgers (1967), it is use-
ful to precompute the transmissivity for those con-
stituents that do not change and that are weakly
dependent on temperature variations along the at-
mospheric path. Recently, Fels and Schwarzkopf
(1981) extended this idea by computing the inte-
grated absorptivities for the 15-um band of CO,
with an LBL integration for a standard pressure
grid. Furthermore, they give the necessary matri-
ces for extending the calculations to other pressures
and temperatures. The major limitations of this ap-
proach include the necessity of large computer stor-
age, as compared with the emissivity approach, the
difficulty in accurately accounting for overlap with
other absorbers, and the difficulty in accounting for
a varying absorber concentration.

A technique related to the perturbation tech-
nique is the table look-up technique. In this ap-
proach, the pressure increments of atmospheric lay-
ers are fixed, except for the bottom layer. The H,O,
CO,, and Og transmissivities are precomputed for
a wide range of temperature and absorber amounts
in each layer. When an actual sounding is used, the
data are interpolated to the model grid, the neces-
sary absorber amounts are calculated, and the in-
tegrals are calculated through interpolation of the
precomputed data. This is very similar to a comput-
erized version of the various radiation charts. Chou
and Arking® have developed such a technique from
the data presented in Chou and Arking (1980).

2.4.2 Treatment of Overlapping Absorption

Perhaps the most overlooked problem in atmo-
spheric absorption is that of simultaneous absorp-
tion by two or more constituents across the same
spectral interval (i.e., overlapping absorption). This
is a particularly important problem for H,O and

5 M.-D. Chou and A. Arking, personal communication, 1982,

34 Projecting the Climatic Effects of Increasing Carbon Diozide




CO; absorption in the 2.7-, 10-, and 15-pm regions;
for H,O and O; absorption in the 9.6-um region;
and for H;O, CH,, and N,O in the 7-um region. In
general, the frequency-averaged transmissivity for
two gases absorbing in Av, T};,, may be written as

1

Tz =
' Ay, Av;

T,(u) x T,(uz)dv,  (2.10)

where u; and u, are the absorber amounts for the
two gases. For a narrow spectral interval for which
there is little correlation between the individual
lines or for which there is no wave number varia-
tion in either or both gases, Equation (2.10) may
be written as

T,'lg = T,,‘(‘U.l) X T‘-(U,z) . (211)

Experimental studies of the appropriateness of
Equation (2.11) have been reported by Burch et
al. (1956), Hoover et al. (1967), and Tubbs et
al. (1967) for overlapping bands of several different
gases. These studies have shown that if a spectral
interval is broad enough to contain several lines,
if the line centers are not commensurate and if
the partial pressure of the broadening gas is much
greater than the partial pressures of the absorbing
gases, then the average error of Equation (2.10) is
of the order of a few percent.

When the integration in Equation (2.10) ex-
tends over an entire band area, the multiplication
property expressed by Equation (2.11) holds only if
the correlation between the absorption features of
the two gases is small. The WBM calculations gen-
erally express their versions of Equation (2.10) in
terms of the absorptivities of the individual gases
and an overlap term in the form of Equation (2.11)
for a large band area. Burch et al. (1956) have
shown experimental results that verify this type of
approach for some overlapping, atmospherically ac-
tive bands. However, the overlap correction term
is not necessarily linear in the band absorptance
as is assumed in climate model calculations. Over-
all, little evidence has been shown concerning the
accuracy of these overlap approximations for all of
the active atmospheric gases for either homogeneous
path or atmospheric calculations.

The issue of overlapping absorption is important
to climate assessments, particularly when one or
both of the overlapping bands have strong absorp-
tion lines. Consider the two extreme cases where
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(1) there is nearly complete alignment of line po-
sitions for the bands of the two gases, and (2) the
lines of one gas fall between the lines of the other
gas. With alignment the absorption is minimized
because once most of the energy near line centers is
depleted by the one gas, there is little energy left to
be absorbed by the second gas, and the transmis-
sion at wavelengths between the lines is not signifi-
cantly reduced. Consequently, there may be signif-
icant transmission even though there is saturation
near line centers.

On the other hand, absorption is maximized
when the lines of the second band fall between
the line positions of the first band. In this case,
the absorption by the two bands is nearly additive
(i.e., the sum of the two absorptions evaluated sepa-
rately). The band models must make some assump-
tion regarding the degree of randomness of the line
positions in the two bands over spectral intervals.
These assumptions are being evaluated at this time.

As an illustration of the effect of overlap, con-
sider the overlap between the 15-um bands of CO,
and the rotational band of H,O in the 12-18 um
spectral region. Kiehl and Ramanathan (1982)
studied the effect of this overlap on the radiative
heating resulting from increased CO,, and their re-
sults are shown in Figure 2.5. The change in down-
ward longwave flux at the surface because of a dou-
bling of CO, is calculated as a function of latitude
for annual-average conditions. The flux change is
that resulting from a doubling of CO, before the at-
mosphere and surface respond to this forcing. Curve
1 is the case with no overlap between the CO. and
H,O absorption bands, and curve 2 is the case with
overlap. There is a substantial reduction in the
magnitude of the increase in downward flux to the
surface when the overlap is included. The greatest
difference occurs at tropical latitudes where there is
a larger amount of H;O. When the overlap with the
H;O continuum in the 12-18 um region is added,
there is very little increase in downward flux to the
surface from doubled CO, because the lower tropi-
cal atmosphere is already essentially opaque.

When band overlap is included, there is a sub-
stantial increase in the tropospheric heating rates,
which tends to compensate for the reduction in the
downward flux at the surface. As a consequence,
there is not a large change in the radiative forcing of
the surface-troposphere system. The change in net
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flux at the tropopause represents the radiative forc-
ing of the surface-troposphere system. For a dou-
bling of CO,, the change in hemispheric-average net
upward flux calculated by Kiehl and Ramanathan
(1982) was —4.69 W m~2 with no overlap, was
—4.18 W m~2 with rotational band overlap, and
was —3.99 W m~2 when overlap with the continuum
was included. Thus, the degree of overlap affects
the way the net warming is partitioned between the
surface and the troposphere, but it has only a weak
effect on the total heating. As emphasized by sev-
eral authors (Ramanathan et al. 1979; Manabe and
Wetherald 1980; Kiehl and Ramanathan 1982), it is
the surface-troposphere heating rather than surface
heating that dominates the surface temperature re-
sponse.
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Figure 2.5. Increase in surface radiative heating because of dou-
bled CO5 for annual average case with average cloudiness: (1}
without HoO overlap; (2) rotational band overlap; (3) same as
(2) but with the continuum band overlap. Source: Kiehl and Ra-
manathan (1982).

2.4.3 Summary of Model Approaches

Each of the approaches (line-by-line, narrow band,
and WBMs) has some usefulness to climate mod-
eling. The LBL calculations are very useful for
checking the accuracy of NBM and WBM frequency
integrations for homogeneous paths relative to the
basic spectroscopic data. In addition, they allow
for checks on the approximations made for the inte-
grations over atmospheric paths. The NBM calcu-
lations are particularly useful for one-dimensional
studies requiring high relative accuracy. Further-
more, the absolute accuracy of these calculations
may be checked by comparing calculations with ob-
servations in narrow spectral intervals such as those
that are available from space platforms or instru-
mented aircraft. Also, the NBM calculations may
be used to calibrate the WBM calculations over
a larger range of variables than might easily be
checked with LBL calculations. The WBM calcula-
tions are best suited for the rapid calculations nec-
essary for many climate studies, particularly those
involving general circulation models.

2.5 ACCURACY OF LONGWAVE
RADIATIVE TRANSFER MODELS

To determine the accuracy of radiative transfer
models, a reference is needed with which to compare
the model results. Laboratory and atmospheric
measurements serve as an absolute reference for de-
termining model accuracy. The LBL model calcula-
tions also provide a point of reference for evaluating
the effects of simplifying assumptions used in less
detailed models. The intercomparison of radiative
transfer models and the comparison of model calcu-
lations with observations have both proven valuable
in assessing the accuracy of radiative transfer mod-
els. Each of these two approaches has its advantages
and disadvantages.

2.5.1 Intercomparison of Radiation

Transfer Models

Intercomparison of radiative transfer models has
been used many times to demonstrate the accuracy
of a new modeling approach or to evaluate the ef-
fects of assumptions or numerical methods used in
the models. The effects of using different spectral
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or vertical resolution, using different band model as-
sumptions, or using different spectral line data are
examples of situations where the intercomparison of
model results can be very valuable.

Walshaw and Rodgers (1963) compared cool-
ing rates calculated with and without the Curtis-
Godson approximation. They concluded that no
significant error would be introduced by using the
Curtis-Godson approximation for the 15-um band
of CO,, but considerable errors could arise in the
9.6-um Oy band in the stratosphere.

Rodgers and Walshaw (1966) presented a num-
ber of model intercomparisons. Cases included com-
parison of calculations of the 15-um CO, cooling to
space with and without Doppler broadening, calcu-
lations with different numbers of spectral intervals,
different methods of computing the diffuse transmis-
sion function, different vertical resolution, calcula-
tions with and without temperature dependence of
absorption, and comparison of different methods of
calculating cooling rates developed by various au-
thors.

Stone and Manabe (1968) reported the results of
a comparison among several numerical models used
to compute longwave cooling rates. The comparison
included the Rodgers and Walshaw (1966) model,
the Manabe and Strickler (1964) model, the Plass
(1956a, 1956b) CO, and Og models, the Hitchfeld
and Houghton (1961) Og model, and the Kaplan
(1959) model. The models were shown to agree rea-
sonably well for CO, cooling rates, but there were
some discrepancies for Oz cooling rates.

Kiehl and Ramanathan (1983) contrasted a
WBM for CO, with two NBMs and with labora-
tory data. They showed that using spectral inter-
vals greater than 10 cm™! for CO, in NBMs can
lead to significant errors.

LBL model calculations are considered to be the
best reference for model comparisons, so these cal-
culations should be included wherever possible. For
example, Liou and Ou (1983) compared H,O cool-
ing rates from two band models with LBL calcula-
tions obtained using a scheme developed by Chou
and Arking (1980).

Recently, an international model intercompar-
ison study was organized that incorporates many
longwave models. The study is termed Intercom-
parison of Radiation Codes used in Climate Mod-
els (ICRCCM), and it is cosponsored by the World
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Meteorological Organization (WMO), the U.S. De-
partment of Energy (DOE), and the International
Radiation Commission of IAMAP (WMO 1985). A
total of 39 sets of longwave calculations have been
compared, including LBL models, NBMs, WBMs,
and general circulation model algorithms. The ICR-
CCM study incorporates comparison with observa-
tions as well as model intercomparison. Initial sets
of calculations were compared at a workshop held
in August 1984 (WMO 1985), which led to the fol-
lowing findings.

The LBL models were in very good agreement
with each other (to within a few W m~2 or usually
within 1%). Differences in spectral intervals covered
by each model can lead to differences greater than
1%, however. The radiative treatment of CO, seems
satisfactory. Uncertainties in the H,O line shape
cause the fluxes to be more uncertain for H,O, al-
though the agreement is very good when the same
line shape assumptions are made. The e-type con-
tinuum, the p-type continuum, and the temperature
dependence of H,O line widths are still sources of
significant uncertainty in these calculations.

The NBMs showed a spread of 10-15% in the
calculations of the downward flux at the surface for
five reference atmospheres. For example, the range
was 35 W m~? for a midlatitude summer atmo-
sphere without clouds. Calculations of the change
in net flux at the tropopause when CO, is dou-
bled ranged from —4.3 to —7.4 W m~2 for cloud-
free conditions. The results for H,O alone showed
large variations between models for calculations of
the surface flux and the change in flux when H;O is
varied.

The WBM results were very similar to the NBM
results despite the fact that the WBMs are de-
signed to achieve high computational efficiency. The
reason for the general similarity between the two
groups is probably due to the fact that the WBMs
have been validated against NBM and LBL model
results.

The major variation between model results was
attributed to using different widths of the spectral
intervals, different treatments of the H,O contin-
uum, errors in calculating the temperature depen-
dence of spectral lines, errors in the numerical tech-
niques used for the integration over altitude, dif-
ferent sources of spectral line data, and differences
in the way band parameters are derived from the
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spectral data. Differences in the treatment of in-
dividual gases can lead to significant variation in
model results for one gas alone, but when all gases
are included the effect of overlap reduces the range
of variation. For example, whether or not the 10 um
band of CO, is included affects the results for CO,
alone, but it does not make a significant difference
compared with other sources of uncertainty for all
gases together. '

The intercomparison of models can be very use-
ful for addressing a wide range of questions and is-
sues, but it has the disadvantage that it does not
provide an absolute assessment of accuracy (only
a relative assessment). Observations or laboratory
measurements are needed as absolute references for
assessing model accuracy.

2.5.2 Comparison of Models with Observations

Comparisons of vertical profiles of observed flux
densities and heating rates with calculations have
been performed for cloudless and for homogeneous
cloud conditions by many different investigators.
Most of these comparisons, however, have involved
the use of NBMs rather than the WBMs used in
climate studies. The comparisons are often difficult
to make and to interpret because of uncertainties
in the observations and because of the lack of si-
multaneous measurements of all of the quantities
necessary for the calculations. Cloudy conditions
present the largest difficulties because the theory
requires the measurement of more parameters than
for clear sky conditions and it is more difficult to
find quasi-horizontally homogeneous cloudy condi-
tions. Because of the more uncertain nature of the
cloudy sky comparisons, this section will attempt to
summarize what comparisons with observations in
cloudless sky conditions have concluded about the
accuracy of the calculations.

The greatest quantity of clear sky flux data
measured from within the atmosphere has been
obtained during large-scale experiments designed
to investigate the effects of aerosols on radiation.
These studies include the Complex Atmospheric
Energetics Experiment (CAENEX) discussed by
Kondratyev et al. (1974), the Global Atmospheric
Aerosol and Radiation Study (GAARS) described
by DeLuisi et al. (1976), a study of Saharan aerosol
advected over the tropical Atlantic Ocean described

by Carlson and Caverly (1977), and studies of
aerosol effects over Saudia Arabia and the adja-
cent Arabian Sea as part of the Monsoon Experi-
ment (MONEX) discussed by Ackerman and Cox
(1982) and Ellingson and Serafino (1984). In each
of these studies, calculations based on the gaseous
constituents agreed with pyranometer observations
in the 0.3-2.8 um region to within or to near the
measurement uncertainty when the aerosol content
was low (i.e., of the order of £5% for the downward
flux). The observed and calculated downward flux
divergences generally agree to order :10% for thick
(150 mb) tropospheric layers in low aerosol condi-
tions (Ackerman and Cox 1982). Although these
differences are greater than the assumed relative ac-
curacy of the observations (£5% or better), these
differences are usually attributed to aerosols or to
uncertainties in the measured H,O.

Several studies have shown comparisons of ra-
diometersonde or pyrgeometer observations with
model-calculated longwave fluxes that are in agree-
ment to within +5% or better, particularly for
the upward fluxes (e.g., see Kuhn and Johnson
1966; Pilipowskij et al. 1968; Ackerman and Cox
1982; Ellingson and Serafino 1984). However, much
larger observed than calculated downward fluxes
have been noted in the lower stratosphere and upper
troposphere in many studies employing radiome-
tersondes (e.g., Pilipowskij et al. 1968; Ellingson
and Gille 1978). These discrepancies have been at-
tributed to invisible cirrus, stratospheric aerosols,
H,O uncertainties, or measurement errors. Recent
downward flux comparisons employing pyrgeome-
ter data have had mixed results at middle and high
tropospheric levels (e.g., Ackerman and Cox 1982;
Ellingson and Serafino 1984). In short, the down-
ward flux differences have not been adequately ex-
plained.

Despite the differences between the observed
and calculated downward fluxes, most comparisons
between observed and calculated longwave heating
rates have agreed to the order of £10% for 100-mb
layers. The best agreement usually occurs below
500 mb where the H,O content is measured most
accurately. It should be noted, however, that the
number of cases studied is small, and there is lit-
tle information concerning the geographical distri-
bution of agreement between observations and cal-
culations.
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Most of the published longwave comparisons
have involved only a few different wide and NBMs.
As part of the ICRCCM, all of the participants were
requested to perform calculations of the upward and
downward fluxes for clear and cloudy soundings for
which observations were available (see WMO 1985).
Of the eight respondents, all of the model calcula-
tions agreed with the flux observations below 400
mb for both the clear and cloudy case to within
the assumed +5% measurement accuracy. Also, the
models all reproduced the flux divergence below 500
mb to within the £10% range of accuracy of the ob-
servations.

There is some literature concerning comparisons
of satellite observations with model-calculated ra-
diances for the longwave spectrum between 7 and
25 um (e.g., LBL calculations—Kunde et al. 1974;
NBM calculations—Ellingson and Gille 1978). For
the few comparisons shown, the model-calculated
radiances agree with those observed to near or to
within the known errors of the observations and
calculations. Ellingson and Gille (1978) used these
comparisons to estimate the uncertainty of the cal-
culation of the flux leaving the tropical atmosphere
to be £3%. However, this estimate is based on only
five comparisons, and there were compensating er-
rors in different wavelength regions.

Many observations of spectral radiance have
been measured from instrumented aircraft in nar-
row spectral intervals used for remote sensing pur-
poses (e.g., Smith et al. 1977). Comparisons of these
observations with model calculations have generally
shown good agreement (£5% or better). Although
these results give us confidence, this type of agree-
ment cannot be assumed for all narrow spectral in-
tervals (say 5 cm™!), because the accuracy of the ra-
diance calculations across the spectrum and within
the atmosphere has not been determined.

Comparisons of observed with calculated fluxes
and radiances have generally been restricted to
the troposphere except for relatively few high alti-
tude balloon observations. Of possible importance
for CO, studies are the results of experiments by
McClatchey (1976) and McClatchey and D’Agati
(1979). Comparisons of LBL calculations with ra-
diometer observations of downward radiance in 20-
cm™! intervals across the 15-um CO, band showed
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systematically lower observed than calculated radi-
ance (10% less) from 250 to 10 mb. These com-
parisons indicate greater atmospheric opacity than
is calculated. However, McClatchey and D’Agati
(1979) tentatively identified the problem as being
due to the assumption of the Planck function® as
the source function. However, this problem appears
to be unresolved, and the importance of these dif-
ferences to estimates of stratospheric heating rates
and to planetary radiation budgets has not been
studied.

In summary, the comparisons of calculations
with flux observations from within the atmosphere
have generally shown agreement of the order of +5%
for cloudless, low aerosol content conditions. Al-
though this sounds encouraging, in reality the un-
certainty in the flux observations is so large that
neither the reasons for the differences nor the sig-
nificance of the intermodel differences can be es-
tablished from the atmospheric observations alone.
Although the comparisons of satellite- and aircraft-
measured radiances with LBL and NBM calcula-
tions have given us confidence in the various approx-
imations made in the calculations, the validation of
the flux calculations remains incomplete.

2.6 THE RADIATIVE ENERGY BUDGET
OF THE UNPERTURBED ATMOSPHERE

To better understand how increases in CO, perturb
the radiation balance of the atmosphere, it is im-
portant to understand the radiative energy budget
of the unperturbed atmosphere. In considering the
solar and longwave components of the radiative en-
ergy budget, there are three regions of interest: the
stratosphere, the troposphere, and the Earth’s sur-
face. Components of the solar and longwave radia-
tive budgets are shown in Figures 2.6-2.8 for the
stratosphere, the troposphere, and the Earth’s sur-
face, respectively.

The longwave radiative budget was computed
using Ellingson and Gille’s (1978) longwave radia-
tive transfer model. The global annual mean values
of the flux components were calculated by perform-
ing a calculation at each 10° of latitude and area

¢ The Planck function describes the emissive power of a black-
body as a function of wavelengthat a given temperature. The
function describes the shape of the curves shown in Figure 2.1.
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Figure 2.6. The annual-mean radiative budget for the strato-
sphere. Energy components have units of W m—2,

Absorption Net Emission
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Figure 2.7. The annual-mean radiative budget for the tropo-
sphere. Energy components have units of W m 2,

Absorption Net Emission
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Solar Longwave Up
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Diffuse Direct From Strat.| |From Trop.| | To Space To Strat. To Trop.
82 80 0.5 352 30 2.5 372

Figure 2.8. The annual-mean radiative budget for the Earth’s
surface. Energy components have units of W m~2.

weighting the result. The atmospheric profiles of
temperature, H,O, and Og at each latitude were
taken from Oort and Rasmusson (1971). The com-
ponents of the solar radiative budget were based on
calculations using a two-dimensional climate model
(Potter et al. 1979; Ellingson and MacCracken 1981)
with the same input conditions as the longwave
model].

Figure 2.6 shows the components of the annual-
mean radiative energy budget for the stratosphere.
The values of the components of the stratospheric

radiative budget are in good agreement with those
of Ramanathan and Dickinson (1979). Solar and
longwave absorption almost exactly balance long-
wave emission, the difference resulting from net dy-
namical transport of energy from the troposphere
to the stratosphere. Because radiative absorption
and emission are nearly equal, the stratosphere is
very nearly in radiative equilibrium.

Solar absorption by Og contributes about 94%
of the total solar absorption in the stratosphere,
with H,O and CO; contributing the remaining 6%.
Longwave absorption is more than twice the to-
tal solar absorption. Because the temperature in-
creases with altitude in the stratosphere, the long-
wave emission from the stratosphere to space is
slightly greater than the downward emission to the
troposphere and Earth’s surface. The troposphere
is highly opaque to longwave radiation, so only
about 3% of the downward emission reaches the
Earth’s surface. Similarly, most of the absorbed
longwave radiation in the stratosphere comes from
tropospheric emission rather than from the Earth’s
surface.

The radiative budget for the troposphere is
shown in Figure 2.7. Solar absorption in the tro-
posphere equals about 18% of the solar radiation
incident at the top of the atmosphere (which is 342
W m~2). Longwave absorption (primarily resulting
from emission from the surface) amounts to more
than 100% of the solar flux incident at the top of
the atmosphere. Longwave emission is significantly
greater than the total absorption. The net excess of
absorption over emission of 109 W m~2 is balanced
by the convective flux of latent heat and sensible
heat from the Earth’s surface to the troposphere.

The radiative budget for the Earth’s surface is
shown in Figure 2.8. Longwave absorption is ap-
proximately twice the solar absorption. Longwave
emission from the surface is approximately 118%
of the incoming solar flux at the top of the atmo-
sphere. The net longwave exchange between the
surface and the atmosphere is a cooling of about
53 W m~2. The solar absorption is significantly
greater than the net longwave emission, with the
excess energy being transported to the troposphere
as sensible and latent heat.

The calculated global annual-mean solar and
longwave flux components are shown in Figure 2.9.
Because convective mixing leads to strong coupling
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between the upper and lower troposphere, as well
as between the troposphere and Earth’s surface,
changes in the net flux at the tropopause affect tem-
peratures throughout the troposphere and at the
surface. A frequent basis for estimating the climate
change resulting from a perturbation to the atmo-
spheric composition is the effect the perturbation
has on the net flux at the tropopause.

Solar Longwave
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Top of l T T
atmosphere y
7N -
{12 VNet 7~y Net
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332 106 18 244
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Figure 2.9. Solar and longwave radiative fluxes (W m~2) calcu-
lated for the global annual-mean energy balance of the atmosphere
and Earth’s surface.

2.7 THE RADIATIVE EFFECT OF
VARIATIONS IN CARBON
DIOXIDE CONCENTRATION

The absorption bands of CO, near 15 um consist of
a combination of strong and weak lines. The effect
of a change in absorber amount (in this case CO,)
depends on the strength of the line. The absorp-
tion versus wave number is shown in Figure 2.10
for weak, intermediate, and strong absorption. The
curve labeled u = 0.1 refers to the case of weak
absorption. In the limiting case of very weak ab-
sorption, the absorption by a single isolated line is
proportional to the absorber amount. As the ab-
sorber amount increases (or equivalently as the line
strength increases), the largest increase in absorp-
tivity occurs at the line center with smaller absolute
increases in the line wings. Eventually, there is com-
plete absorption near the line center (referred to as
saturation) after which the increased absorption oc-
curs in the line wings. In the strong line limit, the
absorption by a single line is proportional to the
square root of the absorber amount. Intermediate
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absorption cases fall somewhere between the linear
and square-root limits.
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Figure 2.10. Single line absorption for various absorber path

lengths. Source: Liou (1980).

Trace gases have small absorber amounts. Thus,
they fall within the weak line limit. Their radiative
effect is, therefore, proportional to the amount of
the trace gas. Several studies have shown that the
climatic effect of several minor trace gases, when
combined, can be comparable to that resulting from
a CO, increase (Flohn 1978; Ramanathan 1980;
Lacis et al. 1981).

There are many strong lines near the center of
the 15-um CO; band. Consequently, there is almost
complete absorption in this portion of the band,
with radiation emitted from the surface being ab-
sorbed within the lowest few kilometers of the atmo-
sphere in the 15-um wavelength region. Likewise,
most of the downward emission by CO; to the sur-
face comes from the central portion of the 15-um
band. Because of saturation of strong lines, most of
the change in longwave absorption and emission re-
sulting from an increase in CO, occurs in the weak
lines and wings of strong lines. Consequently, the
spectral regions of the CO, band contributing most
to the change in longwave fluxes are the weaker ab-
sorption regions on either side of the 15-um band
center.

The contribution of the weak absorption bands
to the change in surface temperature resulting from
increased CO, is significant, even though their con-
tribution to ambient absolute longwave fluxes is
small. The contribution to the increase in surface
temperature by the stronger 15-um bands and by
the weak bands of CO, have been calculated by Au-
gustsson and Ramanathan (1977) and is shown in
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Figure 2.11. The 15-um bands include the funda-
mental bands of C*203° and three other isotopes of
CO, plus the six strongest hot bands of C*201° with
band centers in the 15-um region (see Ramanathan
1976 for a list of band centers and band strengths).
Hot bands are those bands that have excited vibra-
tional levels for their lower level. The weak bands
include four hot bands in the 12-18 um region, two
hot bands in the 10-um region, and a weak pressure-
induced fundamental band in the 7.6-um region.

6 T T T T T T T

1ISum Bands\

Weak Bands

3CO;

Figure 2.11. Individual contribution to the increase in surface
temperature by the 15-um bands and the weak bands. The re-
sults are for the constant cloud top altitude model. 6CO; = [CO;
(perturbed)-CO; (ambient)]/CO2 {ambient). Ambient CO; =
320 ppm (by volume); T, = surface temperature. The number of
bands and their band centers included in the category of the weak
bands is given in the text. Source: Augustsson and Ramanathan
(1977).

Figure 2.11 shows that the change in surface
temperature that is due to the weak bands in-
creases almost linearly with the increase in CO,.
On the other hand, although the 15-um bands make
a larger contribution to the change in temperature,
the change in temperature is much less than lin-
ear with the CO, increase. Because the 15-um
bands are optically thick, the temperature change
due to those bands increases logarithmically with
CO;. The change in temperature due to the weak
bands is a significant fraction of that due to the
15-um bands, even though the total band strength
for the weak bands is more than an order of magni-
tude less than the total band strength for the 15-um
bands.

The contribution of the fundamental band and
the hot bands of CO, in the 15-um region to long-
wave cooling rates is shown in Figure 2.12. The
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first hot bands refer to transitions that have the
first excited vibrational state as the lowest energy
level. The strengths of the fundamental and first
hot bands are considerably greater than the other
bands, so the fundamental and first hot bands make
the greatest contribution to the cooling rate. The
15-pum bands referred to in Figure 2.11 include the
fundamental bands, the isotope bands, the first hot
bands, and two of the second hot bands shown in
Figure 2.12.
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Figure 2.12. Longwave CO2 cooling rates showing the contribu-
tions from fundamental, hot, and isotopic bands. Source: Dickin-
son (1973).

The temperature dependence of the band ab-
sorptance of the 15-um band has an important ef-
fect on the radiative forcing because of a change in
CO,. Augustsson and Ramanathan (1977) showed
that neglecting the temperature dependence of the
band absorptance could result in an underestimate
of about 25% in the value of the change in surface
temperature resulting from a doubling of CO,.

There have been several recent model studies of
the effect of increased CQO, concentrations on the
atmospheric radiation budget (Augustsson and Ra-
manathan 1977; Ramanathan et al. 1979; Hansen et
al. 1981; Ramanathan 1981; Kiehl and Ramanathan
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1982; Wang and Ryan 1983). All these model stud-
ies show that increased CO, would reduce the long-
wave radiative loss by the troposphere-surface sys-
tem, which would result in an increase in tempera-
ture.

The direct radiative forcing due to a doubling
of CO; is the change in radiative flux densities that
would occur while holding all other parameters fixed
(no change in atmospheric temperature, moisture
content, etc.). The increase in downward longwave
flux at the surface when CQO, is doubled has been
calculated to be 1.1-1.8 W m~2 (Ramanathan et
al. 1979; Hansen et al. 1981; Ramanathan 1981).
The magnitude varies with latitude, being small-
est at low latitudes and largest at high latitudes.
This latitude variation results from the variation
in water vapor abundance. The overlap of H,O
and CO; bands within the 12-18 pm region dimin-
ishes the effect of an increase of CO, where H,0 is
most abundant. These ranges of values were calcu-
lated without including the effect of overlap of the
H2O continuum absorption in the 12-18 um region.
When this overlap was included in calculations by
Kiehl and Ramanathan (1983), the hemispherically
averaged increase in downward longwave flux at the
surface that is due to CO, changed from 1.56 W
m~2 without the overlap to 0.55 W m~2 with the
overlap. Consequently, the direct longwave forcing
due to increased CO, varies significantly, depending
on the degree of overlap assumed between the rota-
tional lines and continuum of H,O and the 15-um
band of CO,. This overlap is not sufficiently un-
derstood at present to determine which values are
correct.

The direct radiative heating of the surface-
troposphere system because of doubled CO, with
no change in atmospheric temperatures or H,O
amounts is about 4 W m~? averaged hemispheri-
cally, ranging from nearly 5 W m~2 at low latitudes
to about 2 W m~? at high latitudes. This forc-
ing also has a seasonal dependence (Ramanathan et
al. 1979), with little seasonal variation at low lati-
tudes and a range (maximum to minimum) of about
1 W m~2 at high latitudes. The maximum heat-
ing occurs in summer and the minimum in winter.
These seasonal variations are caused by the tem-
perature dependence of the opacity of the CO, hot
bands and the Planck function in the 15-um region.

Carbon Diozide and the Radiation Budget

In the stratosphere, increased CO. concentra-
tions result in enhanced longwave emission to space
and an increase in downward emission to the tropo-
sphere. The downward emission to the troposphere
increases by 1-2 W m~2, the smallest value occur-
ring at low latitudes and the largest at high lati-
tudes. The increased emission to the troposphere is
included in the calculated change in net flux at the
tropopause given above. The increased emission to
space compensates in part for the reduced upward
emission at the tropopause. The calculated decrease
in the upward longwave flux at the top of the atmo-
sphere ranges from 1.6 to 2.4 W m~? (Ramanathan
and Coakley 1978; Hansen et al. 1981).

An increase in CO, concentration also affects
solar absorption in the atmosphere. The increased
solar absorption by CO, is about 0.4 W m~% for
a doubling of CO, levels. By absorbing more so-
lar radiation, CO, allows less radiation to reach the
Earth’s surface. The reduction in solar radiation ab-
sorbed by the Earth’s surface is about 0.3 W m~2,
thus the net change for the atmosphere-surface sys-
tem is an increase of only about 0.1 W m~2 in so-
lar absorption. Consequently, increased CO, does
not have a significant direct effect on the net solar
heating of the atmosphere, but it does affect the
partitioning between atmospheric and surface ab-
sorption.

Following the initial radiative forcing when CO,
is doubled, there is an increase in downward flux to
the surface as the atmosphere warms. The increased
tropospheric temperatures lead to enhanced long-
wave emission by all of the radiatively active con-
stituents, namely CO,, H,O, Og, clouds, and trace
gases. As the surface and troposphere warm, in-
creased evaporation leads to increases in absolute
humidity which acts to reduce longwave emission
from the surface to space (leading to further heating
of the troposphere) and enhances longwave emission
from the atmosphere to the surface. Ramanathan
(1981) has evaluated the effect of each of these pro-
cesses on the downward flux at the surface. In his
study these processes were evaluated in sequence to
illustrate the importance of each process. In the
real environment they would occur simultaneously
as CO; increases gradually.
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When CO, was doubled with temperatures re-
maining fixed, the increase in net downward radia-
tive flux at the surface was 1.2 W m~2. When tropo-
spheric temperatures (but not surface temperature)
were allowed to respond to the enhanced radiative
heating, the downward flux at the surface increased
by an additional 2.3 W m~2. Finally, when the sys-
tem was allowed to come to a new equilibrium state,
including increased H, O, there was an additional in-
crease of 12.0 W m~2 in the net downward flux at
the surface. Thus, the initial increase of 1.2 W m=2
grew to 15.5 W m~2 as the various feedback pro-
cesses were added. A similar calculation by Hansen
et al. (1981) showed an initial radiative forcing at
the surface of 0.8 W m~2 which increased to 15.3
W m~2 at equilibrium.

2.8 RADIATIVE EFFECT OF AEROSOLS

Aerosols affect the climate directly by modifying
the solar and longwave radiation budgets of the at-
mosphere and indirectly by their effect on clouds.
Aerosols directly inhibit the transmission of solar
radiation to the surface and can scatter a fraction
of the incident radiation back to space. The so-
lar radiative effect depends not only on the local
concentration and optical properties of the aerosols
but also on the surface albedo and solar zenith an-
gle. Aerosols suspended over a darker underlying
surface (such as the ocean) tend to increase plane-
tary albedo, whereas the same aerosols suspended
over land with a higher surface albedo (such as
snow or deserts) generally tend to decrease plan-
etary albedo.

The longwave effects of aerosols are similar to
those of the greenhouse gases in that they reduce
the upward longwave flux at the top of the atmo-
sphere and increase the downward longwave flux at
the Earth’s surface. The aerosols differ from gases,
however, in that they can absorb and emit radia-
tion over the entire longwave spectrum, including
the 8-12 um window region, with the optical prop-
erties depending primarily on composition, particle
shape, and particle size distribution.

Aerosols affect the optical properties of clouds
by acting as condensation and freezing nuclei. Thus,
aerosols affect the number and size of cloud droplets
and ice crystals, which determine the cloud opti-
cal properties. The presence of aerosols within and

between cloud droplets also affects the albedo of
the cloud. Changes in solar and longwave heat-
ing rates caused by aerosols can induce changes in
atmospheric stability, which in turn can affect the
amount of clouds formed. Twomey (1977) showed
that an increase in the number of condensation nu-
clei tends to increase the optical thickness and the
backward scattering of clouds, thus increasing the
cloud albedo. Imbedding absorbing aerosols inside
and between cloud droplets tends to decrease the
cloud albedo. The indirect effects of aerosols are
poorly understood, and much more theoretical and
experimental research is needed in order to quantify
these effects.

The composition, size, and spatial and tempo-
ral distributions of aerosols vary according to the
source of the aerosols. The basic aerosol compo-
nents include soot, dust, maritime, sulfate, and vol-
canic ash aerosols. Soot is found primarily in urban
and industrial settings, and it has also been shown
to be present in Arctic haze. Unlike the other com-
ponents, soot is highly absorbing at visible wave-
lengths. The presence of carbonaceous material in
aerosol samples accounts for most of the absorp-
tive property of the aerosols (Ackerman and Toon
1981). Dust consists of wind-blown soil and sand.
Maritime aerosols consist generally of water solu-
ble sulfates and larger sea salt particles originat-
ing from sea spray. Stratospheric aerosols consist
primarily of 75% H;SO, droplets and volcanic ash.
The background stratospheric aerosol layer consists
of H,SO, droplets. Energetic volcanic injections of
sulfur-containing gases (such as Agung in 1963 and
El Chichén in 1982) can significantly enhance the
amount of H,SO, in the stratosphere in addition
to injecting volcanic ash. More detail about each of
these aerosol components is contained in Chapter 6.

The aerosol size distribution is typically repre-
sented by either a log-normal distribution

dN(r) _ n exp | (logr — log R)?
d(logr) 2rloge P 2 (logo)?
(2.12)
or the modified gamma function
d];(r) = Ar®exp (—br") , (2.13)
-

where N(r) is the number of particles having radii
less than r; n is the total number of particles; R
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is the geometric mean radius; o is the geometric
standard deviation; and A, o, b, and  are con-
stants. In some cases, the size distribution may be
the combination of two or more separate aerosol dis-
tributions, in which case the total size distribution
may be described by superposition of the individual
components {e.g., see Shettle and Fenn 1979).

Assuming that the particle size distribution can
be characterized by a log-normal distribution, val-
ues of R and ¢ have been obtained for the vari-
ous aerosol components (WMO 1983). The results
are shown in Table 2.3. The geometric mean radius
varies greatly, depending on the aerosol component.
Desert dust storm and sea salt aerosols have the
largest mean radii. Soot, water soluble, and H,SO,
aerosols have very small mean radii. The geomet-
ric mean standard deviation is usually in the range
1.8-2.2.

Table 2.3
Particle Size Distribution Parameters for
Log-Normal Size Distribution

Parameter
Aerosol Type R (pum) o

Soot 0.012 2.00
Oceanic

1 0.05 2.03

2 0.40 2.03

3 3.3 2.03
Dustlike 0.47 2.51
H,804 (75%) 0.070 1.86
Volcanic Ash 0.22 1.77

Source: WMO (1983).

The aerosol optical properties are characterized
by the volume extinction coefficient ¢., the volumn
scattering coeflicient o,, and the asymmetry factor
¢, which is the average cosine of the scattering an-
gle. For isotropic scattering where half of the scat-
tered energy goes in the forward-scattering hemi-
sphere and half in the backward-scattering hemi-
sphere, the value of g is zero. Values of g greater
than zero imply larger forward scattering than back-
ward scattering.

Other optical properties include the volume
absorption coefficient and single-scattering albedo.
The absorption coefficient is the difference between
the extinction and scattering coefficients (0, = 0. —
0,), and the single-scattering albedo is the ratio
wo = 0,/0..
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Optical properties for various aerosol compo-
nents are shown in Table 2.4. The single scatter-
ing albedo indicates the absorptive nature of the
aerosols; a small value indicating a highly absorb-
ing aerosol. Soot is a very strong absorber of visi-
ble radiation, and dust and urban aerosols are also
effective absorbers. The other aerosols primarily
scatter rather than absorb visible radiation. When
the aerosol particles are large, the extinction coef-
ficient in the longwave region 0.(10 um) may be as
large as the extinction coefficient in the visible re-
gion 0.(0.55 um). Normally, however, the ratio of
longwave extinction to visible extinction is in the
range 0.03-0.1.

Table 2.4
Mean Aerosol Radiative Properties

Radiative Properties

o, (10 pum)
Aerosol Type wp (0.55 um) g wo (10 pm) o, (0.55 pm)
Soot 0.209 0.34 0. 0.038
Oceanic 1.0 0.78 0.692 0.250
Dustlike 0.653 0.88 0.558 1.08
H2S04 (75%) 1.0 0.73 0.010 0.050
Volcanic Ash 0.947 0.70 0.130 0.035
Water Soluble 0.957 0.63 0.209 0.109

Note: wg is single-scattering albedo, g is asymmetry factor, and o,
is extinction coefficient.
Source: WMO (1983}).

Optical depth 7 is a unitless measure of the ver-
tical loading and radiative effectiveness of aerosol
material. The optical depth is defined by

0 2) = / o.(N)u(z) dz , (2.14)
where u is the aerosol number density and o, is the
monochromatic extinction cross section. The visible
optical depth usually refers to the optical depth at
0.55 pm, which corresponds to the peak in the solar
irradiance.

The visible optical depth of stratospheric aero-
sols is about 0.005 for unperturbed conditions (Toon
and Pollack 1976). The stratospheric optical depth
is variable, and values of 0.02-0.03 occur frequently.
Stratospheric optical depths greater than 0.1 are
possible after large volcanic injections (Pollack et
al. 1976).
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Tropospheric aerosol optical depths vary greatly
with season and geographical location. On par-
ticularly clear days, the aerosol optical depth is
about 0.05. Annual mean continental aerosol opti-
cal depths vary from about 0.25 at low latitudes to
about 0.1 at high latitudes (Toon and Pollack 1976).
Seasonal variations are a significant fraction of the
annual mean value (e.g., they can be +£50%) with
the largest optical depths usually occurring in sum-
mer. In urban areas the annual mean optical depth
can range from 0.125 to 0.75. Because of the large
temporal and spatial variations of aerosol composi-
tion and mass loading, it is difficult to character-
ize typical tropospheric aerosol optical properties.
Models that are often used to characterize strato-
spheric and tropospheric aerosols have been devel-
oped by Elterman (1968), Toon and Pollack (1976),
and Shettle and Fenn (1979).

There have been many studies of the effect of
tropospheric and stratospheric aerosols on the solar
and longwave radiation budgets. Such assessments
are a necessary step in the process of estimating
the effect of aerosols on climate. In this section, the
discussion is limited to the effect of aerosols on the
radiation budget. The climatic effect of aerosols is
discussed in Chapter 6.

McCormick and Ludwig (1967) were the first
to suggest that increased aerosol loading resulting
from pollution would increase the fraction of incom-
ing solar radiation scattered back to space, thus
tending to cool the surface. Charlson and Pilat
(1969) showed that an aerosol layer could lead to
either warming or cooling, depending on the rela-
tive magnitudes of the absorption and backscatter
coefficients.

Atwater (1970) calculated the change in plane-
tary albedo as a function of surface albedo and the
ratio of absorption to backscattering. He developed
an expression for the critical ratio of scattering to
backscatter for which there is no net change in solar
heating of the Earth-atmosphere system. Mitchell
(1971) did a more detailed analysis of the effect of
aerosols on the energy budget of the atmosphere,
and he included terms that were neglected by Atwa-
ter (1970) in deriving an expression for the critical
ratio of absorption to backscatter for optically thin
aerosol layers:

(2.15)

where b,,, is the absorption coefficient, b,, is the
backscattering coefficient, and a is the albedo of the
underlying surface.

Chylek and Coakley (1974) used a two-stream
model to study the effect of aerosols on plane-
tary albedo, and they showed that the expres-
sion derived by Mitchell (1971) for optically thin
aeosol layers also applies to optically thick layers.
Chylek and Coakley (1974) showed how the plan-
etary albedo may either increase or decrease, de-
pending on the optical properties of the aerosols,
their optical depth, and the albedo of the underly-
ing surface.

Rasool and Schneider (1971) considered the ef-
fect of aerosols on both the longwave and solar ra-
diative fluxes at the top of the atmosphere. An
increase in tropospheric aerosol amount decreases
the amount of longwave radiation emitted to space
(holding temperatures fixed), which tends to warm
the Earth-atmosphere system, but the longwave ef-
fect was found to be much smaller than the solar
effect.

Following these early studies, there have been
many more assessments of the effects of tropo-
spheric and stratospheric aerosols on solar and long-
wave radiative fluxes. Solar radiation calculations
included more detailed treatment of multiple scat-
tering (Yamamoto and Tanaka 1972; Braslau and
Dave 1973a, 1973b, 1975; Reck 1974a, 1974b, 1975;
Wang and Domoto 1974; Yamamoto et al. 1974;
Herman and Browning 1975; Liou and Sasamori
1975; Konyukh et al. 1979; Blanchet and Leighton
1981). These studies showed the effect of aerosols
on planetary albedo and solar heating rates as
a function of solar zenith angle, surface albedo,
and aerosol radiative properties. Solar absorption
within the aerosol layer typically leads to heating
rates in the range 1-9°C per day.

Studies of the longwave effects of aerosols indi-
cate that these effects can be important in terms
of their effect on cooling rates and surface tem-
perature. Increased upward emission of longwave
radiation by the aerosols tends to cool the layer
(Grassl 1973; Wang and Domoto 1974; Ackerman
et al. 1976; Harshvardhan and Cess 1978). The
longwave cooling rate can be enhanced due to the
aerosols by up to several degrees Celsius per day.
The magnitude of the change in upward longwave
flux at the top of the atmosphere depends on the
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temperature contrast between the surface and the
aerosol layer; the greater the temperature differ-
ence, the greater is the reduction in outgoing long-
wave radiation. Because aerosols in the upper tro-
posphere and lower stratosphere have a large tem-
perature difference compared with the surface, they
are very effective in reducing longwave emission to
space.

Many studies have focused on the solar and
longwave effects of stratospheric aerosols (Remsberg
1973; Cess 1976; Coakley and Grams 1976; Harsh-
vardhan and Cess 1976; Herman et al. 1976; Luther
1976; Pollack et al. 1976; Harshvardhan 1979; Leno-
ble et al. 1982). These studies have shown that en-
hanced backscattering of solar radiation is the dom-
inant effect except in the case of high surface albedo.
Longwave effects can be significant, but generally
are not dominant.

Figure 2.13 shows the change in spherical (or
globally averaged) albedo, Aa,, because of the addi-
tion of tropospheric aerosols as calculated by Coak-
ley et al. (1983) for the three aerosol models of Shet-
tle and Fenn (1979) using a visible optical depth of
0.1. There is an increase in spherical albedo for
small surface albedos, resulting in a decrease in net
solar heating (i.e., cooling) of the Earth-atmosphere
systemn. There is a reversal to heating at high sur-
face albedos. Although the impact of aerosols over
high albedo surfaces such as snow and ice is an in-
crease 1n solar heating, this does not necessarily
mean that surface temperature will increase. Re-
gions of high surface albedo occur mostly at high
latitudes where solar zenith angles are large. Large
solar zenith angles lead to increased backscattering,
which tends to increase planetary albedo, partially
compensating for the increased aerosol absorption
over a high albedo surface.

Coakley et al. (1983) have calculated the annual-
mean change in planetary albedo due to the pres-
ence of a tropospheric aerosol with a real refrac-
tive index of 1.5 and imaginary refractive index of
0.005. Their results are shown as a function of lati-
tude in Table 2.5. The aerosol optical depth is 0.16
at low latitudes (0-30°N), 0.12 at middle latitudes
(30-60°N), and 0.07 at high latitudes (>60°N).

The aerosol produces cooling (i.e., increase in
planetary albedo) at all latitudes except near the
pole where there is slight heating. The temperature
change calculated for this radiative forcing showed
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Figure 2.13. Change in spherical albedo Aa, calculated for the
three aerosol models of Shettle and Fenn (1979) and for 7,;, = 0.1.
Source: Coakley et al. (1983).

Table 2.5
Aerosol-Induced Changes in Albedo, Aa,
Because of the Presence of an Aerosol
With Real Refractive Index of 1.5
and Imaginary Refractive Index of 0.005

Latitude Aa (clear) Aa {overcast)

5 0.0073 0.0028
15 0.0083 0.0023
25 0.0091 0.0021
35 0.0072 0.0018
45 0.0065 0.0019
55 0.0062 0.0018
65 0.0062 0.0007
75 0.0033 -0.0001
85 ~0.0007 -0.0006
Average 0.0073 0.0021

Source: Coakley et al. (1983).

a cooling at all latitudes, with the maximum cool-
ing occurring at high latitudes. Because of feed-
back processes and coupling between latitudes, the
change in temperature is not directly proportional
to the initial radiative forcing from the presence of
aerosols at that latitude.

The longwave effect of tropospheric aerosols
tends to compensate partially for the solar effect.
Estimates of the magnitude of the longwave effect
range from negligible (Coakley et al. 1983) to about
25% of the solar effect (Hansen et al. 1980; Char-
lock and Sellers 1980) depending on the radiative
properties chosen for the aerosol.

The effect of a stratospheric aerosol layer on the
Earth’s radiation budget is shown in Figure 2.14.
The change in net outgoing radiation (solar plus
longwave) at the top of the atmosphere has been
calculated for 75% H,SO, aerosol with an optical
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depth of 0.1 in the visible (Harshvardhan 1979).
The stratospheric aerosol layer leads to a net energy
loss for the Earth-atmosphere system at all latitudes
and seasons except the polar winter. The energy
gain in the polar winter occurs due to the green-
house effect of the aerosols with no solar radiation
present. The largest perturbation to the radiation
balance (8-9 W m~2) occurs at high latitudes in
the spring and fall. Equatorward of 60° latitude,
the perturbation is in the range 2.5-5.0 W m~2.
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Figure 2.14. Reduction in the zonal radiation balance (W m—2)
with addition of aerosol layer of 7,;, = 0.1. Source: Harshvardhan
(1979).

It has been shown, therefore, that the pertur-
bations to the Earth’s radiation budget because of
increased aerosol loading can be comparable in mag-
nitude to that due to a doubling of CO,. The radia-
tive effects of aerosols depend on their composition
and spatial distribution as well as the albedo of the
underlying surface. It is not known whether or how
aerosol amounts would change in response to a CO,-
induced climate change. Changes to the hydrologic
cycle might affect the amount of dust contained in
the atmosphere, and changes in soil moisture and

wind speeds might alter the amount of wind-blown
dust on a regional basis, but such changes are only
speculative.

2.9 RADIATIVE EFFECTS OF CLOUDS

Covering about half the Earth’s area, clouds have
a major impact on the solar and longwave radiative
budgets of the atmosphere. Cloud albedo varies
with cloud type and solar zenith angle, with the
average albedo being 0.45-0.50 (Ramanathan and
Coakley 1978). The average cloud albedo is consid-
erably greater than the albedo in the portion of the
atmosphere that is cloud free (albedo typically in
the range 0.14-0.18). Consequently, clouds reduce
the solar energy that would be absorbed by the at-
mosphere and surface if clouds were not present.

Clouds are generally opaque to longwave radi-
ation; thus, they reduce the outgoing radiation to
space by absorbing radiation emitted by the warmer
surface and atmosphere below and replacing it with
radiation that is emitted at the colder cloud-top
temperature. The downward longwave emission by
clouds increases the flux incident at the Earth’s
surface. Because the longwave effect of clouds on
outgoing longwave radiation at the top of the at-
mosphere depends on the temperature contrast be-
tween the cloud-top temperature and the tempera-
ture of the underlying atmosphere and Earth’s sur-
face, the longwave effect depends strongly on cloud
altitude and thickness.

Of course, cloud elements have finite sizes and
they are distributed nonuniformly in the horizon-
tal and in the vertical. Because the cloud particles
scatter radiation within and among the cloud ele-
ments, because the finite cloud elements shade each
other, and because the cloud elements have no fixed
shape, the calculation of the transfer of radiation in
a real cloud field is complicated, and this consti-
tutes the largest unsolved problem in atmospheric
radiation. As a result of these complications, most
of our knowledge of the radiative effects of clouds
has arisen from calculations based on relatively sim-
ple models of clouds. The effects of cloud cover are
usually estimated for a single cloud layer by taking
the cloud amount weighted average of calculations
for clear and complete cloud cover conditions. The
effects of overlapping of cloud layers are usually ac-
counted for by assuming maximum, minimum, or
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random overlap of the individual layers (e.g., Kuhn
1978).

The calculations for complete horizontally ho-
mogeneous cloud cover may be readily performed
by a variety of techniques (e.g., two-stream—Lacis
and Hansen 1974; Monte-Carlo—Davies et al. 1984)
if the cloud particles are assumed to be pure water
spheres. If the phase of the particles and the verti-
cal distribution of the particle size distribution are
known, the Mie (1908) theory may be used to cal-
culate the parameters necessary for the model cal-
culations (for details, see Liou 1980; Paltridge and
Platt 1976). It should be noted, however, that the
radiative transfer theory is not as advanced for non-
spherical particles, such as cirrus particles, and dis-
solved nuclei may change the absorption properties
of the droplets.

In recent years there has been a significant im-
provement in the understanding of the effects of the
finite sizes of clouds as a result of better theoret-
ical and computer models (e.g., McKee and Cox
1974; Davies 1978; Harshvardhan and Weinman
1982; Ellingson 1982). These studies have shown
that, in addition to the cloud fraction and optical
depth of the cloud elements, it is important to know
at least the geometrical thickness, the aspect ratio,
and the manner by which the cloud elements are
distributed in the horizontal. Although some sim-
plifications of the detailed calculations have been
developed for including the effects of the finite sizes
in routine calculations (e.g., Harshvardhan 1982;
Ellingson 1982), these parameterizations have not
been adapted to climate calculations because the
geographical distribution of the required cloud pa-
rameters is largely unknown, and because the var-
ious climate models are generally incapable of es-
timating more than the cloud fraction of different
cloud types (if those).

Theoretical and empirical studies have shown,
however, that the solar and longwave effects of
clouds have opposing influences on the surface
temperature. Studies by Manabe and Wetherald
(1967), Schneider (1972), and Ellis (1977) indicate
that clouds have a net cooling effect on the sur-
face temperature. Manabe and Wetherald (1967)
showed that the strongest cooling effect of clouds
occurs with low clouds. The magnitude of the cool-
ing effect decreases with increasing cloud altitude
and can reverse sign (leading to warming) for high
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clouds. They obtained the following results using a
radiative convective model (with a constant cloud
albedo for each cloud type):

dT
| = -82K
Low clouds A
ar
Middle cloud ' = -39K
iddle clouds dA.
High clouds Zﬁ” =38 K (black)

=4 K (half — black) ,

where T, is the surface temperature and A, is the
cloud fraction.

Stephens and Webster (1981) reexamined and
corroborated many aspects of the study of Manabe
and Wetherald (1967). Most importantly, however,
this study established the water path of a cloud at
a given height to be the critical parameter in de-
termining the magnitude of dT,/dA. in addition to
the cloud amount and altitude. This parameter is
important because it determines both the longwave
and shortwaveradiative properties of the cloud (i.e.,
albedo and emissivity). Because of the sensitivity
of the surface temperature to the cloud fraction,
Stephens and Webster (1981) urge care in the radi-
ation parameterization of the cloud amount.

One measure of the relative magnitudes of the
competing cloud feedback process is the cloud sen-
sitivity parameter, §, defined by Schneider (1972)

as
6 o 6Qaba N aF
 84. 94,
where @, is the solar flux absorbed by the Earth-

atmosphere system, and F is the outgoing longwave
radiation. @),,, may be written as

(2.16)

Qabs = Qo(1 — ), (2.17)

where Q) is the available solar radiation, and « is
the planetary albedo. If § < 0, the albedo effects
dominate, whereas the albedo and longwave effects
compensate when § = 0. Many different model
studies have found negative values of 6. However,
Cess and Ramanathan (1978) point out that § may
not be evaluated by a model unless the model can
predict the cloud amounts of the individual layers
in relation to changes of the total cloud amount.
Recently, Cess et al. (1982) compared four dif-
ferent empirical studies which have attempted to
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determine the relative magnitude of the albedo ver-
sus the longwave effects of the cloud amount feed-
back (e.g., Cess 1976; Ohring and Clapp 1980; Hart-
mann and Short 1980). Cess et al. (1982) discuss
a number of uncertainties associated with the vari-
ous data sets, and they caution about making con-
clusions concerning the relative roles of the albedo
and longwave components of the cloudiness feed-
back. Harshvardhan (1982), in a theoretical study
using finite-sized cloud elements, has solidified this
conclusion by showing that satellite measurements
of the outgoing longwave and reflected solar radia-
tion alone cannot be used to deduce the cloud feed-
back term accurately. Instead, it is necessary to also
know the cloud fraction, the degree of brokenness of
the cloud field, and the aspect ratio of the broken
cloud elements.

In addition to the uncertainties in the cloud ra-
diation calculations, the manner by which clouds
are assumed to respond to a climate perturbation
can have a significant impact on the resultant tem-
perature change. In one-dimensional climate mod-
els, cloud fraction and cloud-top and cloud-bottom
altitudes are specified as well as cloud optical prop-
erties. The initial cloud temperature is determined
by the temperature profile. As the model responds
to the perturbation, the cloud-top altitude must
be assumed. It is commonly assumed either that
the cloud-top altitude remains constant (and the
cloud temperature is varied) or that the cloud tem-
perature remains constant (and the cloud altitude
varies). Assuming that the cloud fraction remains
constant, the assumption of fixed cloud-top tem-
perature results in a change in surface tempera-
ture that is 60-85% greater than that calculated
assuming constant cloud-top altitude (Cess 1974;
Ramanathan 1976).

In general circulation models cloud amounts are
generally calculated at each pressure level rather
than being specified. These calculations are based
on one or more independent variables, usually rel-
ative humidity, altitude, and vertical wind speed.
However, the verification of the forecast cloud
amounts and the proper inclusion of the cloudiness
in the radiative parameterizations constitute major
challenges to atmospheric scientists. The Interna-
tional Satellite Cloud Climatology Project (ISCCP)
(see WMO 1984) should provide the data necessary
to check many of the outstanding uncertainties.

2.10 FUTURE RESEARCH

The radiative properties of CO, have been stud- ‘

ied extensively and are well understood. Differences
between model calculations involving absorption or
emission by CO, alone can be traced to modeling
approach (i.e., model assumptions and numerical
methods). LBL models, which require the least
number of assumptions, are in good agreement with
each other and with laboratory measurements. The
major area of uncertainty concerning COs; is the line
shape, which is known to have weaker absorption in
the line wings than that of Lorentzian lines, but
an accurate model for the line wings has yet to be
developed.

A great deal of work is needed on water vapor
to resolve the rather large discrepancies between
various model results, particularly in the 8-12 um
window region. The H,O continuum is an impor-
tant factor affecting transmission in this spectral
region, and a theoretical model needs to be devel-
oped for this continuum. In the absence of such a
model, an empirically derived treatment of the con-
tinuum would be an acceptable approach. Much of
the difficulty lies in trying to distinguish between
absorption in the window region from the tails of
strong lines outside this region and absorption from
the continuum itself (assuming that water dimers or
clusters are responsible for some of the absorption).

Because much of the radiative feedback process
leading to enhanced longwave radiation from the
atmosphere to the surface when CO, is doubled in-
volves emission by H;O, the radiative properties of
H;O0 must be better understood. More laboratory
measurements of H,O absorptance over the range of
temperature and pressure in the atmosphere where
the bulk of the H,O is contained would help to
evaluate the model results. Because H,O increases,
along with CO, doubling, add a major portion to
the estimates of the temperature change, under-
standing the hydrologic cycle is critical for future
estimates of CO, impact.

Most laboratory measurements involve measur-
ing the absorptance of one gas at a time. More
measurements are needed of mixtures of gases over
ranges of temperature, pressure, and gas mixing ra-
tios. These measurements would enable the accu-
racy of the treatment of overlap between the bands
of different gases in band models to be evaluated.
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Normally, one would expect that LBL models could
provide a reference in lieu of laboratory measure-
ments, but the uncertainty about line shape and the
H;O continuum makes it premature and unreliable
to perform these calculations without first develop-
ing a better understanding of the H,O continuum
absorption and line shape.

Model results for the longwave radiative effects
of O3 are in good agreement. Understanding of the
temperature and pressure dependence of Og absorp-
tion is not complete, but Oz makes such a small con-
tribution to total longwave fluxes in the troposphere
and to changes in these fluxes when temperatures
are perturbed that these shortcomings do not have a
significant impact on CO, assessment calculations.

Model estimates of the radiative effects of in-
creases in CH, concentrations differ by as much as
30%, and the disagreement is worse for N,O. Work
is progressing to determine the cause of these dif-
ferences. A better understanding of most of the ra-
diatively important trace gases will be needed if the
radiative and climatic effects of these gases are to be
identified and isolated from those of CO, and H,O.
Because of the importance of H, O, the higher prior-
ity should be placed on improving the understand-
ing for H,O rather than trace gases. Ultimately,
both sets of issues should and will be addressed.

Most of our knowledge on the accuracy of the
clear-sky radiation calculations is based on compar-
isons of calculations with homogeneous path labo-
ratory observations. However, to verify the atmo-
spheric calculations spectrally, as well as for total
fluxes, it is necessary to compare the calculations
with observations when all of the radiatively active
constituents are measured simultaneously. Such
a comprehensive atmospheric radiation experiment
has not been performed. However, data from such
an experiment are necessary to place more precise
estimates on the errors in the radiation calculations
applicable to approximately 50% of the atmosphere,
the clear-sky regions.

The main question of concern is what impact the
differences in radiative transfer model approaches
have on climate model sensitivity and accuracy.
As more atmospheric constituents are added to
the longwave models (e.g., starting with CO, only,
then adding H;O and Og), the discrepancy between
model results is reduced. The models do well in the
limits of strong or weak absorption; the greatest
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potential for error occurs at the intermediate levels
of absorption. With more atmospheric constituents,
the effect is to move more toward the strong absorp-
tion limit in many spectral intervals. Interpretation
of mode] results in terms of accuracy and sensitivity
would be improved if we had a better understand-
ing of the impact of simplifying assumptions used in
the modeling approach; work is progressing in this
area.

In terms of overall climate model performance,
there is less discrepancy between calculated radia-
tion budgets and flux perturbations than there is
between elements of the hydrologic cycle, including
the flux of latent heat from the Earth’s surface, cal-
culated humidity fields and cloud amounts, and spa-
tial distribution. Improvements to climate model
performance will require that attention be given to
coupled processes, not just to the radiative transfer
calculations.
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3.1 INTRODUCTION

The popular notion of climate is the average of
weather in a particular location or region. The cli-
mate scientist also uses this concept, along with a
variety of other statistics that describe the structure
and variation of climate, but is required to be more
precise about the period of averaging. In the scien-
tific study of climate, it is useful to regard shorter
term averages of the order of one month as particu-
lar examples of climate and to study their relation-
ship to climate statistics over other time scales.

From the study of past climates, it is known that
many regions of the Earth have witnessed a long
and complex series of varied climates, but how this
evidence fits together remains an unsolved puzzle.
Both climate and climate change are presumably
governed by basic physical laws; the form these laws
take in specific application to the Earth’s climate
system is a goal of modern climate research. That
this research is not yet complete is shown by the
fact that there is no unifying general theory of cli-
mate, and it is therefore not surprising that there is
uncertainty over the prediction of climate changes.

Climate presents the scientist with an extraor-
dinarily complex problem. Attempts to understand
the inner workings of climate have been made by the
study of sequences of observed events and the exam-
ination of geological records. Both approaches have
shown that the natural climate can undergo wide
variations. Statistical analysis of geological records
during the past few decades has identified a series
of cyclic advances and retreats of the continental ice
sheets over the past million years (the ice ages). Al-
though the timing of these events sometimes points
to a possible cause, the details and confirmation of
the physical processes at work cannot come from
diagnostic studies alone. As discussed by Wigley et
al. (1985), similar diagnostic analyses of the climate
of the past hundred years indicate the presence of
both short-term variations and longer term trends.
Unique identification of the possible role of vari-
ous causal factors [e.g., volcanoes, carbon dioxide
(CO;), solar variations| cannot be made, however,
by such analyses alone.

Just as we cannot completely understand the
causes of past climate change by looking at what
happened, diagnosis of past changes indicates that
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we cannot predict the future climate by simply ex-
trapolating trends for the recent or distant past. As
discussed in Chapter 7 of this volume, although we
can learn a great deal from the past about the char-
acteristics of a possible future warm climate, the in-
crease in CO, concentration that is now occurring
is quite likely unique in the Earth’s history.

Attempts have also been made to determine the
sensitivity of the climate system empirically by ex-
amining the changes in radiative fluxes and temper-
ature that occur during the normal change of sea-
son and as the result of small-scale perturbations.
While such empirical approaches have some merit,
it is difficult to find observed situations that exhibit
time and space domains comparable to those of the
CO, problem. Moreover, the interpretation of ob-
servations in terms of climate sensitivity requires, at
the least, the use of a conceptual model of how the
climate system works. As explained more fully in
Appendix B, these difficulties have led to mislead-
ing results in some attempts to develop empirical
estimates of future climate change.

As aresult, the only way known to study the de-
tails of the many physical processes responsible for
the structure and variation of climate, and to de-
velop a reliable capability for projecting future cli-
mates, is to construct mathematical models based
on the full set of fundamental physical principles
governing the climate system. Such models repre-
sent quantitatively the various interacting elements.
In addition to the atmosphere, the scientific defini-
tion of climate also includes the average behavior
of the world’s oceans and ice masses and the condi-
tion of the land surface and its associated biomass.
In comprehensive climate models these elements are
linked together in a worldwide system, with changes
in one part affecting the behavior of the others, set-
ting in motion a chain of effects that may either
reinforce or cancel each other.

There are a large number of possible mecha-
nisms that cause climate changes, and the observed
variations of past climate represent the attempts of
the system to reach a balance. Because the oceans,
however, change much more slowly than the atmo-
sphere, and the ice masses and the land surface with
its vegetation change even more slowly, the statis-
tics of climate also undergo slow changes. The spec-
trum of climate change is made even broader by
the influence of factors beyond the atmosphere and
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ocean, such as changes in radiation from the Sun,
composition of the atmosphere, and the distribu-
tion of the Earth’s oceans and continents over geo-
logical time. Because climate is the result of such
processes, it may change in different ways and at
different rates in various parts of the world. Un-
ravelling the course of these changes and organiz-
ing their characteristics in terms of physical causes
and effects is the scientific goal of current climate
research programs (Global Atmospheric Research
Programme 1974; National Research Council 1983;
Houghton 1984).

3.2 THE CLIMATE SYSTEM AND
CLIMATE CHANGE

3.2.1 Components of the Climate System

Once it is noted that climate involves the Earth’s
oceans, other surface waters, ice masses, and surface
soil and vegetation as well as the air, these physical
entities may be conveniently grouped into the com-
ponents of the climate system (Gates 1979a). This
system consists of the atmosphere (comprising the
Earth’s gaseous envelope and its aerosols), the hy-
drosphere (comprising the liquid water distributed
on or beneath the Earth’s surface), the cryosphere
(comprising the snow and ice on or beneath the sur-
face), the surface lithosphere (comprising the rock,
soil, and sediment of the Earth’s surface), and the
biomass (comprising the Earth’s plant and animal
life, including humans). Each of these components
has different physical characteristics, and they are
linked to each other and to conditions external to
the system by a variety of physical processes (Figure
3.1).

The most important component of the climate
system (as far as society is concerned) is the at-
mosphere, which displays a spectrum of conditions
ranging from the microclimates of local sites to the
climate of the entire planet. For many human ac-
tivities, the most important elements of the atmo-
spheric climate are the seasonal regimes of temper-
ature and precipitation. It is on this basis that
the climates of the world have traditionally been
classified. The detailed geographical distribution of
(atmospheric) climatic types reveals the moderat-
ing influence of the oceans on seasonal temperature

Changes of
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! y
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Figure 3.1. The principal interactions among the components
of the atmosphere-ocean-ice-land surface climate system and some
examples of external changes that may cause climatic variations.
Source: Gates (1979a).

changes and shows the extremes of both tempera-
ture and precipitation introduced by the continents
and their mountains. The statistics of other atmo-
spheric variables, such as sunshine, cloudiness, hu-
midity, and wind, are also part of the atmospheric
climate and are important in such activities as en-
ergy generation and the management of water sup-
plies.

The atmosphere may generally be expected to
respond to an imposed change more rapidly than
the other components of the climate system. This
is due to the ease with which the atmosphere can
be heated and set in motion. The time scales of the
atmosphere’s response range from a few minutes or
hours for local convective motions, to a few days for
large-scale transient cyclones of middle latitudes, to
a few months for seasonal changes in solar radiation.
Such phenomena play an important role in climate
and are in turn regulated by the structure and cir-
culation of the atmosphere on other scales. Because
these phenomena display greater amplitude in the
atmosphere than their counterparts in other compo-
nents of the climate system, the atmosphere is char-
acterized by relatively large diurnal, synoptic, and
seasonal fluctuations. The atmosphere’s response
also may be characterized in terms of the time re-
quired to generate (or dissipate) atmospheric tem-
perature and motion patterns in response to heat-
ing and frictional forces. This time is estimated
to be about one month, which is longer than the
lifetime of an individual atmospheric cyclone but
shorter than a season.
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The hydrosphere is a close second to the atmo-
sphere in terms of overall importance in the climate
system. The world’s oceans supply the global hy-
drological cycle of evaporation, condensation, pre-
cipitation, and runoff. Once in the atmosphere, wa-
ter substance, in either vapor, liquid, or solid form,
plays an important role in climate through its se-
lective absorption of radiation and its reflection of
both solar and terrestrial radiation.

The climate of the hydrosphere consists of the
statistical distribution of the temperature, salinity,
and velocity of the oceans and the distribution and
amount of land surface and water. In comparison
with the atmosphere, the liquid portion of the cli-
mate system is relatively unexplored, although the
oceans play a major (if not a dominant) role in many
climate changes. Because the oceans cover approx-
imately two-thirds of the Earth, most of the solar
radiation reaching the surface strikes the oceans,
where it is absorbed by the uppermost few meters
of water. Because of the high specific heat of water,
this absorbed radiation results in a relatively small
change in ocean temperature as compared with that
which would occur over land. The oceans, there-
fore, act as a heat reservoir and slowly transport
their heat by ocean currents from the tropical re-
gions toward the generally colder middle latitude
and polar regions. This oceanic advection process
is much slower than the corresponding heat trans-
port brought about by the atmosphere, but the total
amount of heat transported poleward by the oceans
is comparable to the transport in the atmosphere.

Although a portion of the heat stored in the sur-
face waters of the oceans is transferred to the atmo-
sphere through conduction and convection in those
regions in which the ocean is warmer than the over-
lying air, a larger portion is used to evaporate water
into the atmosphere. This so-called latent heat or
energy is later released upon the condensation of
water vapor into clouds and precipitation and is a
major heat source for the atmospheric circulation on
both small and large scales. The oceans are also free
to move in response to heating, but unlike the at-
mosphere, they are primarily heated or cooled at or
near the surface. This surface heat exchange may
initiate convective motions or vertical overturning
in the oceans to a depth that depends on the mag-
nitude of the surface cooling and the local vertical
density stratification of the oceans. These factors
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determine the time scales on which ocean water at
various depths is in effective communication with
the surface. The surface mixed layer, which is
present over most of the world’s oceans in the top
50 m or so, responds to changes of surface heating
on time scales of days and weeks, whereas the ther-
mocline, which is found at several hundred meters
below the surface, responds to seasonal changes in
the surface heat budget. The deeper water, which
comprises the bulk of the ocean, responds even more
slowly because of its relatively large thermal and
mechanical inertia and reacts to changes of surface
conditions on time scales of decades and centuries
(Figure 3.2).

The cryosphere, like the hydrosphere, consists of
a portion that is closely associated with the sea (sea
ice) and portions that are associated with the land
(snow, glaciers, and ice sheets). The importance of
the cryosphere to the climate system is related to
the high reflectivity (or albedo) and the low thermal
conductivity of snow and ice. The surface albedo is
greatly increased when snow covers a land surface or
when a layer of sea ice forms on the ocean; because
snow and ice are good insulators, the exchange of
heat with the underlying land or ocean is thereby
reduced. These effects tend to lower the net surface
heating and, therefore, favor a colder local climate
in regions with snow or ice cover. In the Northern
Hemisphere, a considerable portion of the land is
covered by snow and ice each winter, whereas the ice
pack surrounding Antarctica undergoes a dramatic
wintertime expansion from the coast to nearly 60°S
latitude.

Significant variations in the cryosphere also oc-
cur over much longer time periods. In response to
gravity, the ice in a mountain glacier moves slowly
downward and outward and, over the period of a
century or so, may either greatly expand its area or
disappear altogether, depending on the local snow
accumulation and temperature. Glaciation also oc-
curs on dimensions of continents in the form of ice
sheets, and those ice sheets now covering much of
Greenland and Antarctica (and those that have cov-
ered parts of Europe and North America in the past)
have lifetimes of tens of thousands to millions of
years, depending on whether the climate (which the
ice sheets themselves help to determine) is favorable
or unfavorable for their maintenance. Ice may also
have an indirect influence on climate by lowering
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the level (and thereby reducing the area) of the sea
during periods of extensive glaciation.

The surface lithosphere, in contrast to the at-
mosphere, hydrosphere, and cryosphere, is a rel-
atively passive component of the climate system.
Even though the diurnal, synoptic, and seasonal
variations of temperature over land are greater than
those over water, the physical characteristics of sur-
face soil and rock are usually taken as fixed ele-
ments in the determination of climate. One excep-
tion is the amount of moisture in the surface, which
is closely related to the local surface and ground
hydrology. Such soil moisture exerts a marked in-
fluence on the local surface balance of moisture and
heat through its influence on the surface evapora-
tion rate and on the albedo and thermal conductiv-
ity of the soil.

The remaining component of the climate sys-
tem, the surface biomass, interacts with the other
components on time scales that are characteristic of
the life cycles of the Earth’s vegetative cover. Most
prominent among these is the seasonal cycle of plant
growth in response to the variations of solar radia-
tion, temperature, and rainfall. The trees, plants,
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and ground cover in turn modify the surface radia-
tion balance and surface heat flux and play a major
role in the seasonal variations of local surface hy-
drology. These biospheric effects are at a minimum
in desert regions, although there is evidence that the
stability and lateral extent of the deserts themselves
are influenced by the vegetation in the surround-
ing areas. Over time scales of hundreds to thou-
sands of years, the surface biomass is closely linked
with the prevailing atmospheric and hydrospheric
climate. The record of fossil species, as preserved
in soils and sediments, and the record represented
by the varying widths and composition of tree rings
are important sources of biological evidence of the
variation of ancient climates.

Although sometimes not considered to be a
part of the climate system, many human activi-
ties have significantly altered the Earth’s vegetative
cover and, therefore, have interfered with the nat-
ural biospheric component of climate. Over time
scales of hundreds to thousands of years, agricul-
tural and grazing practices have changed the charac-
ter of large portions of the Earth’s surface and may
have had a greater effect on local climates than have
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the more recent (and more publicized) increases in
urbanization and atmospheric CO; concentrations.

3.2.2 Physical Processes of Climate

The response time of each component of the cli-
mate system is the result of the physical processes
that dominate the behavior of that component. In
the case of the atmosphere and ocean—the more
mobile components of the systern—these physical
processes include the transfer of fluid properties,
such as momentum and temperature, by large-scale
organized motions (advection), small-scale turbu-
lent motions (diffusion), vertical overturning as a
result of hydrostatic instability (convection), the se-
lective absorption and emission of radiation, and
(in the case of the atmosphere) the release of la-
tent heat accompanying condensation. The occur-
rence of these processes is regulated by the vari-
ous dynamical regimes characteristic of the atmo-
sphere and ocean, such as local convective circu-
lations, inertia-gravity waves, and large-scale syn-
optic and planetary waves. These motions are the
natural responses of the Earth’s fluids to the forcing
represented by the sources and sinks of momentum
and heat, the amplitudes of which are controlled by
the dimensions and physical properties of the sys-
tem. Together with the rotation of the Earth, these
properties determine whether climate is dominated
by convective circulations (as in lower latitudes) or
by transient baroclinic disturbances (as in middle
and higher latitudes). In this sense the distribu-
tion of the oceans and water sources (hydrosphere),
land ice and sea ice (cryosphere), and surface vege-
tation (biomass) combines with the atmosphere to
determine the general circulation or climate on con-
tinental and regional scales.

The physical processes that determine climate
also may be viewed in terms of those that act among
the various components of the climate system. Of
particular importance among such coupling or feed-
back processes are those involving the exchange of
heat and momentum between the atmosphere and
oceans (Figure 3.3). As noted above, the surface
layer of the oceans absorbs most of the solar radia-
tion that reaches the Earth’s surface, and much of
this heat is, in turn, transferred to the atmosphere
via evaporation. This moisture flux is effected by
turbulent motions in the lower atmosphere and is
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dependent on the humidity of the surface air (or
low-level vertical moisture gradient) and the sur-
face wind speed. Depending on the temperature
of the surface air relative to that of the surface it-
self (that is, the low-level vertical temperature gra-
dient), these same turbulent motions also cause a
transfer of sensible heat between the ocean surface
and the overlying air. There are similar transfers
of heat and moisture between the atmosphere and
land surfaces as a function of the land surface char-
acter, roughness, and vegetative cover and between
the atmosphere and snow- and ice-covered surfaces
as well (Figure 3.1).

HEATING
CLOUDS

WINDS FRICTION

EVAPORATION JPHECIPITATION

|
I SALINITY @ cEe
TEMPERATUREI 1 URRENT Il

ATMOSPHERE‘

OCEAN SNOW LAND
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Figure 3.3. Major components of atmosphere-ocean feedback
processes. Source: Gates (1979a).

The transfer of momentum between the atmo-
sphere and oceans consists primarily of a turbulent
flux from the more rapidly moving atmosphere to
the underlying ocean. This surface drag represents
a principal mechanism for the dissipation of atmo-
spheric kinetic energy; for the ocean it represents
the major driving force for the system of large-scale
currents that are themselves regulated by frictional
processes within the ocean. Ocean currents also
may be produced by variations of temperature and
salinity, which are in turn tied to atmospheric pro-
cesses (Figure 3.3).

Because the atmosphere and ocean are the only
components of the climate systemn that may move
freely, their interaction is of fundamental impor-
tance to the dynamical behavior of the system.
Although the oceans and atmosphere together ac-
complish the poleward transports of heat and mo-
mentum required for global balance, a significant
portion of this transport is due to the oceans. From
this point of view, the oceans may play a greater
role than the atmosphere in determining climate
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variation, and atmosphere-ocean interactions may
produce climate changes over time scales of decades
or centuries even when external conditions are un-
changed.

3.2.3 External Influences and Climate History

The complete climate system may be regarded as a
single physical system whose behavior is subject to
a set of imposed geophysical conditions. From this
viewpoint, the external or boundary conditions of
the system are the variations of solar radiation at
the top of the atmosphere; the chemical composi-
tion of the atmosphere and oceans; the size, mass,
and rotation rate of the Earth; and the topography
of the Earth’s crust, including the distribution of
mountains and the geometry of ocean basins (Fig-
ure 3.1). These external conditions themselves have
changed markedly over the course of geological time
and have had a profound influence on the evolution
of climate during the history of the Earth (Figure
3.2). Without the Earth’s oceans and biomass, the
atmosphere would not have evolved into its present
oxygen-rich state and would not contain the water
vapor necessary to provide nourishing amounts of
rainfall.

Because of the complexity of the climate sys-
tem and the variety of time scales over which it
changes, it has proven convenient to focus on one
portion of the system at a time. This portion may
then be regarded as the internal component, with
all other components considered to be external with
known behavior. Thus, over time scales of months
and seasons, the atmosphere is commonly consid-
ered as the sole component of the (internal) climate
system, with the ocean, ice, and land treated as
boundary conditions. When the time scales of in-
terest extend over years to decades, however, the at-
mosphere and oceans should be considered together
as internal components, whereas for even longer pe-
riods of time, the ice, land surface, and biomass
must also be treated as variable rather than fixed
portions of the system. Aside from simplifying the
mathematical description of climate, this procedure
helps to identify the conditions or processes that in-
fluence the climate and, therefore, that may act as
causes of climate change (Figure 3.2).

The climatic history of the Earth is revealed
by a variety of chemical, biological, and geological
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records as preserved in natural layered deposits, the
formation of which is sensitive to one or more ele-
ments of the climate. When calibrated against mod-
ern conditions, the marine fossil concentration in
deep-sea sediments, the isotopic composition of ice
layers, and the density and composition of ancient
soil, for example, can be made to yield estimates
of temperature and precipitation in the past. Such
indirect or “proxy” sources of climate data combine
to yield a picture of climate variation over the past
million years that is dominated by the occurrence
of ice ages about every 100,000 years.

3.2.4 Characteristics of Climate Change
and Feedback Processes

The physical processes that are responsible for cli-
mate change are the same as those responsible for
the maintenance of the climate itself. However, we
have only a limited understanding of how or why
these processes interact to produce a variation in
climate. The empirical method of studying climate
change through the assembly and analysis of obser-
vational data has provided a knowledge of the dis-
tribution of present and past climates of the Earth.
These data also may be used to estimate the sta-
tistical likelihood or probability of future climate
changes on the time scales of the data themselves.
Such an actuarial approach to climate, however, as-
sumes that the statistics of future climates will re-
semble those of the past.

The large number of interrelated physical pro-
cesses acting at different rates within and between
the components of the climate system makes the
identification of the “cause” of climate change a
difficult task. It seems likely that there is no sin-
gle cause in most instances and that the relative
importance of different effects strongly depends on
the time and space scale of the climatic states be-
ing considered. For example, interannual differences
in sea surface temperature may be related to the
variations of local and regional atmospheric circula-
tion, whereas interannual differences in the extent
of mountain glaciers are probably not. On the other
hand, changes of continental glaciation are related
to variations in the Earth’s orbital parameters over
periods of tens to hundreds of thousands of years
and are, therefore, probably related to changes of
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global sea surface temperature over similar time pe-
riods. Climate variations, however, also may occur
as the result of changes in the effective internal driv-
ing mechanisms (the “autovariations” shown in Fig-
ure 3.2), with no change in the external conditions.
The inherent irregularity of weather is sufficient to
ensure that these driving mechanisms will not op-
erate in a perfectly smooth or cyclic way, and the
result is the typical irregularity of the climate record
seen on all time scales.

It is characteristic of climate change that two
(or more) processes in the system compensate each
other. Such interactions or feedback mechanisms
may act either to amplify the value or anomaly of
one of the interacting variables (positive feedback)
or to damp it (negative feedback). For example, the
snow cover albedo-temperature interaction is a pos-
itive feedback process, in which an increase in the
extent of snow (or ice) increases the surface albedo,
thereby contributing to a lowering of the surface
temperature. In turn, with all else being equal, this
may lead to a further increase in the extent of snow
or ice, reinforcing the initial snow cover anomaly.
Another familiar example of a positive feedback pro-
cess is the water vapor-temperature feedback, in
which an increase of the amount of water vapor (or
absolute humidity) increases the absorption of long-
wave radiation, thereby contributing to a warming
of the atmosphere. This warming in turn may re-
sult in increased evaporation and an augmentation
of the initial humidity anomaly. This feedback op-
erates virtually continuously in the atmosphere and
(along with COy) is responsible for the greenhouse
effect whereby the lower atmosphere is warmer than
it would otherwise be.

While we know of many such feedbacks in the
climate system, only a few are understood in a quan-
titative fashion. All such feedback processes, how-
ever, represent a considerable simplification of the
actual sequences of events, and the key phrase in
this description is “all else being equal.” In a system
as complex as climate, this is usually not the case,
and an anomaly in one part of the system may be
expected to set off a series of adjustments through-
out the remainder of the climate system, depend-
ing on the nature, location, and size of the initial
disturbance. The difficulty of tracing such adjust-
ments makes the net effect of individual processes
difficult to detect in most cases, although they can
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serve as the basis of diagnostic and modeling studies
(Hansen et al. 1984). We should also recognize that
any positive feedback must eventually be checked at
some level by the intervention of other processes, or
climate would exhibit a runaway behavior.

Climate change may therefore be viewed as the
result of the adjustment among compensating feed-
back processes, each of which behaves in a char-
acteristically nonlinear fashion. The fact that the
climate of the Earth has historically varied between
rather narrow limits is testimony to the efficiency
and robustness of these feedbacks. This feature also
permits the system to satisfy the global balances of
heat, momentum, and moisture through the contri-
butions of several, sometimes competing, processes.
Diagnostic studies of the distribution or partitioning
of these fluxes among the various modes and com-
ponents of the system reveal much about how the
climate is maintained in a near-equilibrium state,
and when such studies are made for a succession of
climatic states, they provide important clues to the
mechanics of climate change.

One of the more basic physical processes of the
climate system is the global balance of heat (see Fig-
ure 1.2). On the average, as much energy leaves the
top of the atmosphere in the form of longwave radi-
ation as enters it in the form of shorter wavelength
solar radiation. If the absorbing or scattering prop-
erties of the atmosphere were to change (as, for ex-
ample, by the addition of large amounts of volcanic
dust or CO,), the relative roles of these properties
in the heat balance would change, with a conse-
quent adjustment in other participating processes.
This determination of the possible ways in which
the enhancement (or removal) of one or more pro-
cesses would change other processes, and therefore
the climate, illustrates the need for climate models.

3.3 THE PHYSICAL BASIS
OF CLIMATE MODELS

Knowledge of the physical basis of climate and cli-
mate variation is most usefully and comprehensively
organized in terms of models, which are mathemat-
ical representations of the physical laws governing
the behavior of the climate system. From such mod-
els, the structure of a climatic state may, in princi-
ple, be determined, and in this sense climate models
represent a rational physical basis for studying the
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climate. Climate models have shown considerable
skill in reproducing the present climate of the Earth
and the climate at selected times in the past, and
their use in the prediction of future climate is the
subject of intensive research (Gates 1979b). The
most difficult problem in climate modeling is the
proper representation of effects on unresolved scales,
and progress in this and other areas of climate mod-
eling has been periodically reviewed (Smagorinsky
1974; Schneider and Dickinson 1974; Gates 1975;
Berger and Nicolis 1984; Peixoto and Oort 1984;
Houghton 1984).

3.3.1 Basic Dynamical Equations
and Boundary Conditions

The basic physical laws governing the time-depen-
dent behavior of most of the components of the cli-
mate system, and on which a climate model may
therefore be based, are relatively well known, as are
the physics of the various interactive processes serv-
ing to link the components together. In the atmo-
sphere these laws are expressed by the equations for
the conservation of momentum, heat, and moisture,
the so-called atmospheric primitive equations. Be-
cause some of the variables in these equations will
be referred to later, it is useful to present them here
in the isobaric (or constant pressure) coordinate sys-
tem as follows:

wind change:

dvy

< (3.1)

=—fkxdy — V,® + Fy ;
N N

pressure friction

force

Earth's
rotation force

temperature change:

wo

dTr

—_— — M 3.2
dt Cp + cp | (3.2)
S~ S~
pressure heating

changse

water vapor or moisture change:

d

d_ g-c.
dt N —r’
evaporation—
condensation

(3.3)

Here ¥y = ut'+ vJ is the vector horizontal veloc-
ity, with u and v being the eastward and northward
velocity components, respectively, and 1, 7, and k
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the corresponding eastward, northward, and verti-
cal unit vectors; f = 2{)sin ¢ is the Coriolis param-
eter, where (1 is the Earth’s angular rotation rate
and ¢ is the latitude; V,® is the isobaric gradient
of the geopotential @, which is a measure of the po-
tential energy; Fy is the horizontal frictional force
per unit mass; T is the temperature; w = dp/dt is
the vertical velocity with p representing pressure; o
is the specific volume; ¢, is the specific heat at con-
stant pressure; Q is the external heating rate per
unit mass; ¢ is the water vapor mixing ratio; and
E — C is the net rate of addition of water vapor by
evaporation (F) and condensation (C).

When written in this form, Equations (3.1) to
(3.3) serve to emphasize that horizontal velocity,
temperature, and water vapor are the primary at-
mospheric variables, the time-dependent behavior
of which is determined by the horizontal equation
of motion (3.1), the thermodynamic energy equa-
tion (3.2), and the water vapor continuity equation
(3.3). Here the effects of both horizontal and verti-
cal advection are represented in the d/dt terms on
the left-hand sides; the first and second terms on
the right-hand side of Equation (3.1) represent the
Coriolis and pressure-gradient forces, respectively;
and the first term on the right-hand side term of
Equation (3.2) represents the adiabatic effects of
vertical motion whereby potential energy is con-
verted into kinetic energy (and vice versa). But
of equal (if not more) importance for climate are
the last terms on the right-hand sides in Equations
(3.1) to (3.3), which represent the sources (or sinks)
of momentum, heat, and atmospheric water vapor,
respectively. The energy equation that may read-
ily be formed from Equations (3.1) and (3.2) shows
that it is the frictional dissipation of kinetic energy
and the net diabatic heating due to radiation, con-
duction, and latent heat release that are responsible
for changes in the total atmospheric energy content,
whereas the difference between the total evapora-
tion and condensation is responsible for the atmo-
sphere’s net gain or loss of moisture in Equation
(3.3).

Because these equations involve the six variables
iy, T, q, w, o, and P, it is necessary to have three
additional independent equations to formally com-
plete the dynamical system in terms of these quan-
tities. These are provided by the equation of mass

Projecting the Climatic Effects of Increasing Carbon Diozide




continuity, the hydrostatic equation (which is a sim-
plification of the vertical equation of motion that
equates the pressure to the weight of overlying air),
and the equation of state of the atmospheric gas.
For the atmosphere these equations may be written
in isobaric coordinates as:

dw -
a—p"l'vp'UH——O, (3.4)
ae
- = 3.5
po—RT =0, (3.6)

where p is the pressure (the independent vertical
variable in the isobaric coordinate system), R is the
gas constant for air, and V, - iy is the divergence
of the wind. These equations are diagnostic in that
they do not explicitly involve time derivatives, in
contrast to the prognostic or predictive Equations
(3.1) to (3.3). The Equations (3.4) to (3.6) describe
the balances or equilibria that must exist among the
variables at all times and serve to determine the dis-
tribution of w, ®, and « in terms of the prognostic
variables vy, T, and q.

The problem remains of specifying the boundary
conditions that are necessary to determine a unique
solution of the system Equations (3.1) through
(3.6). Because there are no lateral boundaries in the
atmosphere, these conditions usually take the form
of the specification of w at the top of the atmosphere
(usually the free-surface condition, w = 0), the kine-
matic boundary condition of zero motion normal to
the surface of the Earth, and the specification of the
geopotential at the Earth’s surface. (The presence
of mountainous terrain poses a difficulty in isobaric
coordinates, in that at the surface w is less easily
determined than is the vertical velocity itself.) For
atmospheric models, it is also necessary to specify
the solar flux at the top of the atmosphere (i.e., the
incoming solar radiation) and either the tempera-
ture or the heat flux at the Earth’s surface. Over
bare land and ice-covered surfaces the condition of
zero net heat flux often is used, whereby the surface
or ground temperature is determined by a balance of
the heat fluxes; over water surfaces, the surface tem-
perature itself may be specified, although in a cou-
pled atmosphere-ocean model the sea-surface tem-
perature is internally determined. When the surface
soil layer is included in the modeled climate system,
a thermal boundary condition is applied below the
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surface, with the land surface temperature given by
an additional prognostic equation.

3.3.2 Parameterization of
Subgrid-Scale Processes

The equations considered above are basically the
same as those that are routinely used in numeri-
cal weather prediction, except that in their appli-
cation to climate more attention must be given to
the slowly varying sources and sinks of momentum,
heat, and moisture (F‘H, Q ,and E~C, respectively),
which are relatively unimportant on the time scales
of weather. It is therefore necessary that there be no
accumulating errors in the source or forcing terms
on the right-hand sides of Equations (3.1) to (3.3),
because these could lead to a spurious change of cli-
mate over an extended period of time. This require-
ment applies both to the large-scale processes which
can be portrayed reasonably well by models and to
the small-scale processes which cannot be explicitly
resolved and which are, therefore, treated paramet-
rically. Because an important fraction of the verti-
cal fluxes of heat and moisture in the atmosphere is
accomplished by smaller scale motions (such as the
turbulent fluxes in the surface boundary layer and
the convective fluxes associated with clouds), the
parameterization of such processes in terms of the
resolved larger scale behavior is perhaps the most
important feature of a climate model.

The horizontal force Fyy in Equation (3.1) rep-
resents the transfer of (horizontal) momentum from
one part of the atmosphere to another and from
the atmosphere to the underlying surface by the ef-
fects of viscosity. (The effects of vertical frictional
forces are precluded in the present hydrostatic sys-
tem.) Such transfer in the actual atmosphere occurs
by means of small-scale turbulent eddies that also
serve to dissipate the kinetic energy. In a climate
model these effects must be represented in terms of
the large-scale flow (i.e., that given by ¥y ), and this
parameterization usually takes the form of a propor-
tionality to the local vertical shear of the horizon-
tal wind, @vy/dp, with the proportionality factor
depending on either an assumed background eddy
viscosity or the intensity of atmospheric convection
and diffusion or both. In the free atmosphere such
processes represent an important mechanism for the
exchange of momentum between levels and between
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one region and another through the action of grav-
ity waves.

The frictional force at the Earth’s surface that
transfers the momentum from the atmosphere to
the underlying land, ice, or ocean surface is repre-
sented in terms of the surface wind, that is, the
wind near the surface or at standard anemome-
ter level. This parameterization usually follows the
bulk aerodynamic formula, whereby the surface fric-
tional force or drag is proportional to ,|v,|, where
¥, 1s the surface wind. In this formulation the pro-
portionality factor depends on a drag coefficient, the
value of which is a function of the assigned surface
character or roughness (and perhaps also a function
of |7,]). This parameterization is therefore an im-
portant aspect of the surface (turbulent) boundary
layer, through which the lowest layer of the atmo-
sphere loses relative momentum to the slower mov-
ing surface at the same time as atmospheric kinetic
energy is dissipated. [The transfer of absolute an-
gular momentum, we may note, involves only the
zonal or easterly component of Equation (3.1) and
depends on the sign of u as well as on the torque
that may be exerted by the pressure at the Earth’s
surface.|

The diabatic heating rate Q in Equation (3.2)
represents the total or net atmospheric heating
due to radiation and latent heating and the effects
of conduction, convection, and diffusion. Because
these processes characteristically occur on scales too
small to be resolved by a climate model, they must
be represented in terms of the large-scale distribu-
tions of temperature, pressure, and water vapor. Of
these parameterizations, perhaps the most physi-
cally complex is that of radiation, because it in-
volves the vertical flux of both longwave and solar
radiation in the presence of atmospheric water va-
por and clouds over surfaces with different radia-
tive properties (as has been discussed more fully in
Chapter 2 of this volume).

The parameterization of longwave radiation in
a climate model is usually based on the equation
for the flux of black-body radiation as a function
of the temperature, pressure, and water vapor con-
tent of the atmosphere, neglecting scattering and
angular dependence. The total or net flux of long-
wave radiation is usually found at the surface and
at each level of the atmosphere by using empiri-
cal transmission functions for water vapor, CO,,
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and other trace species. The effects of clouds at
different levels are considered by treating them as
black-body radiators in proportion to the fractional
sky coverage of each cloud type represented in the
model. The parameterization of solar radiation, on
the other hand, begins with the radiation incident
at the top of the atmosphere (usually considered to
be a function of latitude, time of day, and season of
the year) and uses empirical functions for scattering
and absorption as a function of pressure, water va-
por, and ozone and other trace gas concentrations.
By assigning an albedo to the surface and to the at-
mosphere itself, the effects of multiple reflection and
scattering may be considered, whereas the scatter-
ing, reflection, and absorption by clouds is usually
parameterized as a function of the height and thick-
ness of clouds and their assigned optical properties.

A second important source of atmospheric heat-
ing that must be parameterized is that due to the
release of latent heat upon condensation of water va-
por. This heating, and the simultaneous formation
of clouds, is assumed to occur when the air becomes
saturated as a result of vertical motion and resul-
tant cooling associated with either large- or small-
scale flow. In most climate models it is also assumed
that the condensed water vapor falls toward the sur-
face as precipitation, some of which may evaporate.
The large-scale latent heating, and the accompany-
ing large-scale cloudiness and precipitation, is that
resolved by the large-scale vertical motion w in the
system of Equations (3.1) to (3.6) as a result of con-
vergence in the large-scale horizontal flow vy, as
frequently occurs in middle and high latitudes in
association with synoptic-scale waves.

The larger part of the atmosphere’s latent heat-
ing, however, occurs as a result of convective-scale
motions that are not resolved explicitly. Vertical
motions on these subgrid scales, and the accompa-
nying convective-scale cloudiness and precipitation,
are usually parameterized in terms of a convective
adjustment mechanism. In this parameterization
the temperature lapse rate is not allowed to exceed
the appropriate adiabatic value, and any layer in
which this limit is exceeded is instantaneously ad-
justed by the vertical movement of sufficient air to
ensure a stable stratification. Such “convection”
may be confined to a shallow layer or penetrate
through a deep portion of the atmosphere, depend-
ing on local conditions, and may in turn result in the
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formation of convective cloudiness and precipita-
tion. This parameterization is especially important
in portraying the convective systems that are promi-
nent in the tropical and equatorial atmosphere.

The turbulent conduction of heat from (or to)
the Earth’s underlying surface is a third component
of the atmosphere’s diabatic heating that requires
parameterization. As in the case of momentum, this
heating usually is represented by the bulk aerody-
namic method, whereby the conductive heat flux is
proportional to the product of the wind speed and
the vertical gradient of temperature in the lowest
air layer. This gradient is commonly taken as the
difference between the temperature of the air near
the surface and the temperature of the surface itself,
and the proportionality constant is the drag coefhi-
cient appropriate to the surface. Therefore, when
the surface air is colder than the underlying sur-
face as is often the case in winter over the oceans
in higher latitudes, the atmosphere is heated by the
parameterized conductive heat flux from the sur-
face.

The term E — C in Equation (3.3), represent-
ing the net rate of addition of water vapor to the
atmosphere, usually is taken to be proportional to
the difference between the net rates of evaporation
and condensation. As noted previously, the rate
of condensation consists of contributions from both
large- and small-scale processes and usually is con-
sidered to be equal to the net rate of precipitation.
When the possibility of the evaporation of some (or
all) of falling precipitation is considered, it is only
the net condensation in the air column and the sur-
face evaporation that are effective in changing the
net moisture content of the air. The rate of surface
evaporation usually is parameterized, in a manner
analogous to that of the surface fluxes of momentum
and sensible heat, by the bulk aerodynamic method.
In this method evaporation is considered to be pro-
portional to the product of the surface wind speed
and the vertical gradient of water vapor in the at-
mosphere near the surface, which usually is approx-
imated by the difference between the mixing ratio in
the air near the surface and that at the surface itself.
At a water surface the mixing ratio is assumed to
be the saturation value at the surface temperature;
at a land surface the mixing ratio depends on the
ground temperature and the ground wetness, which
is itself determined from a ground water budget in
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which any excess of precipitation over evaporation is
partitioned between ground water storage and sur-
face runoff.

Most of the parameterizations described above
depend either directly or indirectly on the repre-
sentation of the air near the surface and are there-
fore dependent on a model’s treatment of the atmo-
spheric boundary layer (which lies above the surface
or constant-flux layer considered in the bulk aerody-
namic method). In some models the structure of the
boundary layer is resolved with closely spaced levels
in the lowest kilometer or so, whereas in other mod-
els the boundary layer is treated parametrically as
a bulk property. A critical element in either treat-
ment is the determination of the surface temper-
ature, which in turn controls the vertical stability
and therefore the degree of vertical turbulent mixing
and convection. In most models the surface temper-
ature of land, ice, or snow is found from the surface
heat budget, in which the temperature-dependent
surface fluxes of sensible heat, latent heat, and long-
wave radiation are balanced by the net surface flux
of solar radiation. It is primarily through this calcu-
lation that the local radiative, thermal, hydrologic,
and aerodynamic properties of the Earth’s surface
are effectively parameterized for use with the large-
scale variables of a climate model. If the possible
absorption and storage of heat in the surface itself
is also considered, the surface temperature becomes
a prognostic variable, as noted earljer.

3.3.3 Simplified Climate Models

Once the dynamical equations have been estab-
lished, the domain of the model must be deter-
mined. This choice affects many characteristics of
the climate model and determines the nature of the
parameterizations that are needed. If the model is
to describe only the climate as averaged, say, over
one or more dimensions (such as latitude or height),
the governing atmospheric equations of the model
could formally be derived by appropriately averag-
ing the system of Equations (3.1) to (3.6). In the
extreme, such averaging could be performed over all
dimensions to yield a model for the globally aver-
aged climate, in which case the motion of the atmo-
sphere would become implicit; the globally averaged
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temperature and water vapor are then the depen-
dent variables of the model, which are often param-
eterized in terms of the surface temperature (and
humidity). The model is then developed around the
budget equation for the flux of radiation, and sensi-
ble and latent heat at the surface, of which the pro-
totype model is that described by Budyko (1969).

In other versions of “heat balance” models, aver-
aging is performed only in the vertical and longitu-
dinal directions, with each term in the surface heat
budget now parameterized in terms of the surface
temperature as a function of latitude. Such models,
of which that of Sellers (1973) is a well-known exam-
ple, are able to portray the basic latitudinal depen-
dence of the Earth’s heat and hydrologic balances
when the meridional transports of heat and mois-
ture are parameterized. Because in actuality this
transport is accomplished in middle and higher lati-
tudes by the large-scale atmospheric motions, which
are not present in the model, this parameterization
in terms of the zonally averaged temperature is a
critical element of such climate models.

Other important classes of simplified climate
models are those that resolve only the variation
of the temperature in the vertical, usually called
“radiative-convective” models, and those that com-
bine statistical representations with simplified or
averaged dynamics, usually called “statistical-dyna-
mical” models. Radiative-convective models com-
bine the effects of vertical radiative heat transfer
and of vertical convection. Such models were first
introduced by Manabe and Wetherald (1967); their
structure and application to the study of CO, effects
are described briefly in Chapter 4 of this volume
and more extensively in Appendix A. Statistical-
dynamical models are usually constructed based on
versions of the conservation equations that have
been averaged over longitude, with the effects of
the synoptic eddies parameterized statistically in
the meridional plane. The structure of these and
other simplified climate models has been reviewed
by Saltzman (1978).

3.4 GENERAL CIRCULATION MODELS
OF THE ATMOSPHERE

The most complex climate models are those in

which no explicit spatial averaging is introduced.
Such three-dimensional models require the more or
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less straightforward integration of the governing dy-
namical equations [Equations (3.1) to (3.6)] over the
globe. With an effective horizontal resolution of
several hundred kilometers, such models are able
to resolve the large-scale transient cyclones, but
not mesoscale features such as thunderstorms or
fronts. General circulation models (GCMs) began
with the pioneering calculations of Phillips (1956)
and Smagorinsky (1963), and GCMs with global
boundary conditions and subgrid-scale parameter-
izations similar to those discussed earlier are now
widely used. Before reviewing the climate simula-
tion capability of these models, however, it is useful
to consider briefly their characteristic structure.

For the dynamical system represented by Equa-
tions (3.1) to (3.6), including the necessary bound-
ary conditions and parameterizations, the first step
in the construction of a GCM is the selection of
the vertical levels at which the model will be ap-
plied. This choice of vertical resolution determines
the pressure thickness or mass of the layers which
the dependent variables of the model are assumed
to represent and is therefore a determinant in the
effective parameterization of the convective and tur-
bulent subgrid-scale processes in terms of these vari-
ables. The vertical structure or pressure depen-
dence of the system [Equations (3.1) to (3.6)] is such
that it is usually convenient to determine the hor-
izontal velocity, temperature, and mixing ratio at
the midlevel of each layer of the model, with the ver-
tical velocity determined at the levels between each
layer. With the pressure, temperature, and mois-
ture determined at the Earth’s surface, this leads
to a natural vertical staggering of the modeled vari-
ables as illustrated for the case of a two-level model
in Figure 3.4. Depending on their intended use,
GCMs may have several dozen levels in the atmo-
sphere and may contain relatively elaborate param-
eterizations of the unresolved physical processes, es-
pecially those at or near the Earth’s surface.

When the vertical structure of the GCM is cho-
sen and the model equations are written in terms of
the variables at appropriate levels, the next step is
to design a numerical solution method for the global
atmospheric domain. This normally takes the form
of a finite-difference grid with a mesh size of sev-
eral hundred kilometers, or a spectral representa-
tion with a maximum wave number of about 20 or
30. (These choices are a compromise between the

Projecting the Climatic Effects of Increasing Carbon Dioride




S, So R,
\ :
I
I e L
5 Model top, p = Py = 200mb, & = 0
S —
~ TR . ) Q4. F 1
o=1/ u v, T,0,q . N LR
~Cly
. .
IEET Sz
. %
(D A— Q3.Fy
‘Cly — T2
PR E T
o=3/4 uv,T,daq P
H l T ik s
i @ GW \ / |
1 T —
FoTi " Eanh's surface p=pg 7 =0 ®=Pe 7S

Figure 3.4. Schematic representation of the structure and prin-
cipal variables of atmospheric GCMs as illustrated by a two-layer
GCM (after Gates and Schlesinger 1977). Here ¢ = (p — pr)(ps —
pr)~! is a mass-weighted vertical coordinate with p representing
pressure, py indicating pressure at the top of the model, and p,
indicating surface pressure; u and v are horizontal velocity compo-
nents; T' is temperature; ® is geopotential; g is water vapor mixing
ratio; H is surface flux of sensible heat; P is precipitation; E is
evaporation; GW is ground wetness; § and S' are incident and
reflected solar radiation, respectively; R is outgoing longwave ra-
diation; ap and a, are planetary and surface albedo, respectively;
Q@ is diabatic heating; F is friction; and CL is cloudiness. The
subscripts 1 and 3 denote evaluation at the upper and lower tro-
pospheric levels of the model, respectively, and 4 and s denote
evaluation near the surface and at the surface, respectively.

need to accurately represent atmospheric processes,
on the one hand, and the rapid increase of comput-
ing requirements with increased resolution on the
other.) The equations of the model at each level
must then be written in terms of the variables at dis-
crete grid points or in terms of discrete wave num-
bers, with care taken to minimize the truncation
error in the approximation of spatial derivatives. In
the case of finite-difference operators, particular at-
tention also must be given to their compatibility
with integral invariants such as the global conser-
vation of kinetic energy in the absence of sources
and sinks; when these constraints are violated by
the spatial finite differences of the model, nonlinear
numerical instability may result from the accumu-
lation of energy in selected computational modes.
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The stability of a model’s numerical integration
also is affected by the size of the finite time in-
crement At used in the approximation of the time
derivatives of the prognostic variables. Depending
on the particular numerical method used to ad-
vance the solutions in time, a condition of the form
At < As/U is usually required to avoid computa-
tional instability, where As is the (minimum) size
of the horizontal grid’s mesh length and U is the
(maximum) wave speed resolved in the model. This
criterion limits At to a fraction of an hour in GCMs
that typically employ horizontal mesh lengths of a
few hundred kilometers.

Once all of the numerical approximations, con-
stants, and boundary conditions required for the so-
lution of a model have been assembled, the time in-
tegration can, in principle, be carried out for an in-
definite period starting with given initial conditions.
Sometimes an initial state of rest, isothermalcy, and
dryness is chosen for simulations on climatic time
scales, although initial conditions that more closely
resemble typical large-scale atmospheric conditions
are also often used. In either case, however, the lo-
cation and intensity of any individual feature can-
not, even theoretically, be predicted accurately be-
yond a few weeks because of the inevitable growth
of errors. In the case of climate simulation with a
GCM, the numerical solution is extended beyond
this predictability limit and undergoes an adjust-
ment over a period of a few weeks or few months,
during which the various large-scale and parameter-
ized physical processes in the model adjust to each
other and to the imposed boundary conditions in
accordance with the model’s equations. After this
spin-up period, the statistics of the model’s solu-
tion (i.e., the climate) may then be determined by
averaging over time scales that are appropriate for
the climatic state being studied. Because GCMs re-
solve large-scale synoptic eddies (the familiar mov-
ing cyclones and anticyclones of daily weather), it is
necessary to take averages over sufficient time to ac-
quire representative and stable climatic statistics in
the presence of these essentially unpredictable fluc-
tuations; this makes the detection of a simulated
climate change (i.e., a change in the average con-
ditions) a formidable statistical task, especially in
view of the climate variability that may be induced
by fluctuations outside the atmosphere.
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3.5 MODELS OF THE OCEAN, ICE,
AND LAND SURFACE

Although our attention has been focused on mod-
els of the atmosphere, models also have been con-
structed for the oceanic, cryospheric, and land sur-
face components of the climate system. These mod-
els are generally not as highly developed as their
atmospheric counterparts, partly because they rep-
resent more slowly acting processes that may be
either prescribed or neglected altogether in atmo-
spheric models, and partly because there are fewer
observations on which to develop and test the nec-
essary model parameterizations. On the longer cli-
matic time scales, however, the interactions of the
atmosphere with the underlying ocean, ice, and land
surface are critical elements in the behavior of the
climate and must be addressed.

For the purposes of climate modeling, the ocean
has usually been treated in a basin-sized “box” or
in a global domain as a GCM. In the latter case,
the oceans are described by a system of equations
similar to Equations (3.1) to (3.6), but modified
by the ocean’s incompressibility, with a continuity
equation for salinity replacing that for water vapor.
Unlike the atmosphere, however, there is no inter-
nal latent heating in the ocean, and the heat and
water exchanged with the overlying air determine
the changes of the sea surface temperature and den-
sity and therefore the formation of sea ice. These
exchanges are the forcing functions for the ocean’s
thermally driven circulation, the time scale of which
depends on the efficiency of the vertical exchange
processes within the ocean. The oceanic surface or
mixed layer interacts with the atmosphere on time
scales of weeks, whereas the deeper water responds
more slowly because of the small vertical mixing and
the large thermal capacity in the oceanic interior.

Another important source of oceanic forcing is
that exerted by atmospheric wind stress at the sur-
face; the atmosphere’s loss of momentum by fric-
tion at the surface represents a gain by the oceans
and serves to sustain the global system of wind-
driven currents. The ocean’s response to this forc-
ing is relatively rapid and is generally confined to
the near-surface water in which vertical mixing is
strongest. Because global ocean models do not gen-
erally resolve the highly energetic mesoscale eddies

(which are the dynamical counterpart of the tran-
sient synoptic-scale cyclones in the atmosphere),
this parameterization must be made in terms of the
relatively inviscid and stable gyral-scale oceanic cir-
culation. By using solution methods similar to those
used in atmospheric models, such oceanic GCMs
(as typified by the models of Bryan et al. 1975 and
Han 1984) successfully portray the average large-
scale distribution of oceanic temperature, salinity,
and current in response to realistic surface forcing
and realistic basin geometry. The observed average
seasonal distribution of sea ice also has been suc-
cessfully simulated by oceanic GCMs, as well as by
simplified models of the surface mixed layer of the
ocean.

From the viewpoint of modeling the climate sys-
tem, however, models in which the atmosphere and
oceans are coupled are more interesting. Of the
few GCMs of the coupled atmosphere-ocean system,
that of Bryan et al. (1975) is perhaps the most well
known. Aside from the possible long-term effects
of the coupling method used, more recent research
(e.g., Gates et al. 1985) shows that the simulated
climate may be significantly affected by the pres-
ence of a coupled ocean. In lower latitudes, where
the distribution of rainfall is determined largely by
the sea surface temperature, the atmospheric so-
lution of the coupled model is more realistic than
that of a model with a fixed ocean, and in middle
latitudes the oceanic circulation accounts for an ap-
preciable fraction of the total poleward transport
of heat. The climatic effects of oceanic heat trans-
port and storage also are seen in the moderation of
the temperature in middle and high latitudes and in
the seasonal lag of the ocean’s temperature relative
to that of the continents. When the ocean is not
permitted to store or transport heat, the long-term
thermal response may be modeled by the assump-
tion of a local balance of surface heat fluxes. Such
ocean models have been used in a variety of climate
simulations in which the transient response of the
oceans (and therefore the atmosphere) is not of pri-
mary concern.

Although those portions of the cryosphere repre-
sented by sea ice and surface snow are usually mod-
eled as components of the ocean and atmosphere,
respectively, the world’s large-scale ice sheets and
larger mountain glaciers must also be considered in
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a comprehensive climate model designed for long-
term integration. The dynamical basis of ice sheet
models is provided by the equations for momentum,
heat, and mass conservation, along with appropriate
equations of state and vertical pressure forces. Such
models have successfully simulated the Antarctic ice
sheet in response to a prescribed surface climate
(Budd and Smith 1982); when coupled with the at-
mosphere and ocean, the ice sheet responds to the
evolving global climate while providing an updated
ice boundary. Of particular concern in such models
are conditions at the bottom of the ice which sig-
nificantly influence the movement, lateral stability,
and basal melting of the ice mass; these conditions,
along with the effects of nonuniformities in the ice
density, are the principal processes that require pa-
rameterization. Because the response time of large-
scale ice sheets is on the order of thousands of years,
their inclusion as parts of a coupled global climate
model will require an effective method for treating
their interaction with the much more rapidly vary-
ing oceans and atmosphere.

In a similar fashion, a truly comprehensive cli-
mate model also should include an interactive treat-
ment of the Earth’s land surface. Although the sur-
face heat and water budgets are used in atmospheric
models to determine the ground surface tempera-
ture and surface soil moisture as described previ-
ously, these have not generally been used to calcu-
late the changes of surface properties such as the
surface albedo, transpiration, and surface rough-
ness. Such changes are dependent upon the proper-
ties of the surface soil and vegetative cover (Mintz
et al. 1983), but have generally not been considered
in an interactive fashion. In addition to such cou-
pling, a land surface model must parameterize the
highly complex pattern of local surface properties
in terms of large-scale variables and must portray
the characteristic seasonal variations of surface veg-
etation.

3.6 CLIMATE SIMULATION WITH
ATMOSPHERIC GENERAL
CIRCULATION MODELS

Although it is instructive to think of the problem of
climate from the viewpoint of the complete climate
system, only the performance of atmospheric GCMs
will be considered, as it is only for such models that
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enough solutions have been made to permit a mean-
ingful assessment.

When used with observed boundary conditions
(which includes specification of the sea surface tem-
perature), typical atmospheric GCMs are capable
of simulating almost all of the large-scale regional
features of the climate as now observed, including
the average distribution of the pressure, tempera-
ture, and wind both near the surface and aloft. An
example of this performance is shown in Figure 3.5,
in which the distribution of the average February
surface air temperature, simulated by the GFDL
GCM with a coupled mixed-layer ocean, is shown.
Despite the errors of both amplitude and structure
that are apparent (and which are in general not un-
like those found with virtually every GCM [Gates
1979b)), it is of particular interest that such mod-
els are able to reproduce the seasonal changes of
the circulation from winter to summer. This annual
display of the atmosphere’s sensitivity to the Sun’s
radiation (and to the heating implicit in the season-
ally prescribed sea surface temperature) is the best
documented climate change and provides a useful
model calibration. In general, atmospheric GCMs
simulate the observed patterns of those variables as-
sociated with small-scale processes, such as cloudi-
ness and precipitation, with less accuracy than is
the case for other variables.

The characteristic performance of climate mod-
els also may be judged from the growing number of
atmospheric GCM integrations now available over
monthly (and in some cases seasonal) time scales.
As a preliminary comparison, the results of selected
global atmospheric GCMs are shown in Figures 3.6
and 3.7 in terms of their simulations of the zonally
averaged January sea level pressure and zonally av-
eraged January precipitation rate. These models
have approximately the same horizontal resolution,
and each has made use of the observed global to-
pography and observed January sea surface tem-
perature distribution as lower boundary conditions.
Otherwise, the various models differ considerably
with respect to the number of vertical levels used
and in their parameterizations of subgrid-scale pro-
cesses. A summary of the features of some current
atmospheric GCMs is given in Chapter 4.

In comparison with the observed January aver-
ages, also shown in Figures 3.6 and 3.7, the mod-
els collectively bear some resemblance to reality,
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Figure 3.5. The distribution of mean February surface air temperature (in K), as simulated in a control integration of the GFDL
atmospheric GCM with (A) a coupled mixed-layer ocean, and (B) as observed. The regions above 300 K and below 270 K are shaded.

Source: Gates (1984), as redrawn from Manabe and Stouffer (1980).

although no model has a clear superiority in all re-
spects. Some models accurately portray the Jan-
uary sea level pressure profile at all but middle
northern latitudes, whereas others systematically
simulate sea level pressures that are too low in low
and middle latitudes and too high in higher lati-
tudes. Some models also systematically overesti-
mate the January precipitation rate, especially in
lower latitudes, whereas others tend to underesti-
mate it at almost all latitudes. Although other (and
possibly more accurate) versions of these and other
models exist, the scatter among the models shown

here is perhaps greater than would have been ex-
pected and serves to illustrate, albeit in an incom-
plete fashion, the sensitivity of the simulated cli-
mate to differences in model structure and the ap-
proximations used.

The utility of GCMs as climate models, how-
ever, should not be judged solely, or even most im-
portantly, on the basis of such comparisons. In addi-
tion to their prediction of many other variables such
as temperature, wind, and cloudiness, the models
also yield simulations of the various components of
the global heat, momentum, and hydrologic bal-
ances. Most models portray these processes with
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Figure 3.6. Zonally averaged mean January sea-level pressure as simulated by various atmospheric GCMs (symbols) and as observed
(solid and dashed lines). Source: Gates (1985), where full references to models are given.

reasonable accuracy, although some tend to over-
estimate the strength of the zonal wind systems
and underestimate the observed total cloudiness.
Although they differ in vertical resolution and in
subgrid-scale parameterization (see Chapter 4), at-
mospheric GCMs simulate the fluxes of heat, mo-
mentum, and moisture over the oceans with only
modest accuracy. When coupled with an ocean
model, large-scale systematic errors can result in
the simulated sea surface temperature (Gates et
al. 1985).

In addition to their simulation of the mean dis-
tribution of climatic variables, an important part
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of the performance of climate models is their por-
trayal of the variability which surrounds the cli-
matic mean. In many instances this variability, and
the associated likelihood of the occurrence of ex-
treme events, is of more practical importance than
the average conditions, yet this aspect of GCMs
has not received the attention it deserves. In gen-
eral, atmospheric GCMs exhibit reasonable synop-
tic variability on synoptic, monthly, and seasonal
time scales but show less longer term variability
than does the observed atmosphere; an adequate
simulation of interannual variability evidently re-
quires coupling with the ocean (Manabe and Hahn
1981).
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3.7 CRITICAL MODELING PROBLEMS
AND RECOMMENDED RESEARCH

Although a number of remarks have already been
made on the design and analysis of climate mod-
els, several problems should be addressed that are
of particular importance for future climate model-
ing and for the simulation of CO,-induced climate
changes in particular.

Research should be undertaken to determine
the optimal model structure and resolution for the
study of potential CO, effects. In general, the verti-
cal and horizontal resolution of a model may be ex-
pected to have an effect on its ability to simulate the
detailed structure and behavior of the atmosphere
(or ocean), and for short-range prediction, a model
of the highest practicable resolution should be used.
For climate purposes, however, it is not clear how
much resolution is required, and it is possible that
much of the output of GCMs may be climatically
redundant. The problem is to determine those pro-
cesses that are critical for the maintenance and vari-
ation of climate and the precision with which they
need to be represented. It seems that at least sev-
eral tropospheric model levels are required if even
a marginally satisfactory portrayal of baroclinic ed-
dies is to be achieved, and it is possible that several
levels in the lower stratosphere will ultimately prove
to be necessary. For many climatic purposes, how-
ever, the highest possible horizontal resolution may
not be required, and in some cases higher resolution
has actually worsened the climatic performance of
GCMs. It seems likely that with suitable parame-
terizations (which might themselves be drawn from
models of higher resolution), at least the large-scale
climatic regions of the world could be satisfacto-
rily simulated with less resolution than is now com-
monly used, although resolution of the large-scale
distribution of continents and oceans is probably
required. In view of the computational burden im-
posed by GCMs of high resolution, more precise in-
formation on the sensitivity of climate simulations
to resolution is needed. This question is also related
to the problem of the representativeness of model
simulations, that is, the areas or scales to which
the model solutions are most applicable. The trans-
lation of model-generated climate into information
on the fine-grained structure of local climates is also
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important in connection with impact studies (Gates
1984).

A second major problem of climate model-
ing, and the one most directly concerned with the
model’s physics, is improvement of the representa-
tion of important climatic processes. Better treat-
ments of clouds, convection, the surface bound-
ary layer, and dissipative processes are required.
In general, present models simulate the observed
cloudiness rather poorly, especially the occurrence
of nonprecipitating stratiform and cirrus clouds and
the diurnal variation of low-level clouds, and, at
present, take no account of the advection of cloud
or of cloud microphysics. The parameterization of
clouds and convection is also closely related to the
behavior of the planetary boundary layer, the treat-
ment of which also needs to be improved in nearly
all climate models.

A third critical problem in climate modeling is
the need to use models that actively couple the
world’s oceans with the atmosphere. Although a
number of oceanic GCMs have been provisionally
coupled with atmospheric models, none of these
models has taken into proper account the oceanic
surface mixed layer that controls the all-important
variations of sea surface temperature. Compared
with the atmosphere, the oceans are relatively re-
sistant to large decreases of surface temperature be-
cause of the downward vertical mixing that occurs
as a result of unstable stratification. Surface heat-
ing, on the other hand, tends to stabilize the surface
water, and heat is mixed downward largely through
the action of wind-induced turbulence. The local
surface salinity increase that occurs when evapo-
ration exceeds precipitation is also an important
destabilizing process, especially in the lower lati-
tudes. Recent theories of the mixed layer take these
processes into account, and their successful param-
eterization in an oceanic GCM, and thereafter in a
coupled GCM, is a matter of high priority in climate
modeling.

The use of GCMs for climate simulation re-
quires exceedingly large amounts of computer time;
present atmospheric GCMs, with horizontal resolu-
tion of a few hundred kilometers, run at speeds sev-
eral hundred times as fast as nature on machines of
the class of the CRAY-1. Decreasing the horizontal
grid size and requiring the execution of several runs
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to increase confidence in the significance of the re-
sults usually limits climate simulations to periods of
only a few decades. In view of the large number of
important climate experiments that should be per-
formed and analyzed, a substantial increase in the
computing power available for climate modeling and
climate diagnosis is required. For at least the next
few years, climate modelers will have to accept out
of necessity the challenge of developing significantly
faster models by somehow merging the key elements
of GCMs and statistical-dynamical models and will
have to devote greater attention to the analysis of
all available climate simulations.

More systematic comparison of model results
with observations (to the extent that they are avail-
able) and more insightful analysis of simulations in
terms of the basic physical processes of the model
are also required. Although several GCMs and a
variety of simpler models have been used to de-
termine the climatic effects of deliberate changes
in the boundary conditions, such as changes in the
solar constant, atmospheric CO, concentration, or
sea surface temperature, the analysis of such exper-
iments has not revealed clearly the mechanisms re-
sponsible for the response of the model. It is partic-
ularly important that such analyses be carried out
with the more sophisticated GCMs, because they
presumably introduce the least distortion into the
physics of the climate system and have the best
chance of representing all of the interacting pro-
cesses simultaneously. The response characteristics
of climate models also should be determined as a
function of the magnitude, scale, and location of
deliberate changes in the model and in the bound-
ary conditions; from such a model response matrix,
the quantitative diagnosis of the modeled feedback
processes may then be made in a systematic fash-
ion. Beyond this, the determination of the model-
dependent portion of the simulated climate changes
looms as a critical and almost unrecognized prob-
lem in studying the climatic effects of the increasing
CO, concentration.
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4.1 INTRODUCTION

.If the Earth’s atmosphere were composed of only

two major constituents, nitrogen (N2, 78% by vol-
ume) and oxygen (O, 21%), the Earth’s surface
temperature would be close to the —18°C radiative-
equilibrium value necessary to balance the approx-
imately 240 W m~2 of solar radiation absorbed by
the surface-atmosphere system (see Section B.6 of
Appendix B). The fact that the Earth’s surface tem-
perature is a life-supporting 15°C is a consequence
of the greenhouse effect of the atmosphere’s minor
constituents, mainly water vapor (H;O, 0.2%) and
carbon dioxide (CO, 0.03%). Measurements taken
at Mauna Loa, Hawaii show that the CO; concen-
tration has increased from 316 parts per million by
volume (ppm) in 1959 to 342 ppm in 1983 (Elliott
et al. 1985), an 8% increase in 24 years. A variety of
direct CO, measurements and indirect reconstruc-
tions indicate that the preindustrial CO, concen-
tration during the period from 1800 to 1850 was
270 + 10 ppm (World Meteorological Organization
(WMO] 1983). A study by Rotty (1983) reports
that the CO, emission from the combustion of fos-
sil fuels (gas, oil, coal) increased at a nearly con-
stant rate of 4.6% per year from 1860 to 1973 and
has continued to increase since 1973 at the dimin-
ished growth rate of 2.3% per year. Projections of
future usage of fossil fuels, discussed by Trabalka
(1985), indicate that the CO, concentration could
reach twice the preindustrial values sometime dur-
ing the 21st century. This chapter addresses the
question of the extent to which a doubling of the
CO, concentration would alter the Earth’s climate.

To address this question, a hierarchy of math-
ematical climate models has been used to simu-
late the change in the equilibrium climate result-
ing from a doubling of the CO, concentration, such
as from 300 to 600 ppm. In these equilibrium cli-
mate change studies, the climate model calculation
proceeds forward in time from some initial condi-
tion until the equilibrium is attained after the tran-
sient adjustments are completed. A separate simu-
lation is performed for the lower CO, concentration
(control run) and for the higher CO; concentration
(experiment run). The differences between the ex-
perimental and control climates represent the CO,-
induced changes in the equilibrium climate. Al-
though these simulations of CO,-induced equilib-

rium climate change are usually time dependent,
they generally have been performed in a manner
that minimizes the time required to reach equi-
librium in order to economize on computer time.
Moreover, equilibrium climate change simulations
are made with fixed CO, concentrations for both
the control and experimental climates, not with
the reconstructed, observed or projected CO, evolu-
tions. Therefore, most equilibrium climate change
simulations cannot be used to estimate the actual
temporal response of the climate system to either
an abrupt or realistic CO; increase. The transient
response aspect of CO,-induced climate change is
the subject of Chapter 5 of this volume (henceforth
chapters referenced will be from this volume only).
In this chapter we present and critique the results
obtained from the simulations of CO,-induced equi-
librium climate change by energy balance models
(EBMs), radiative-convective models (RCMs), and
atmospheric general circulation models (GCMs).

4.2 STUDIES USING SIMPLIFIED
CLIMATE MODELS

Historically, the first assessments of the potential
climatic effects of a doubling of the CO, concentra-
tion were performed using simplified climate mod-
els. As understanding of the various components
and feedback processes in the climate system has
progressed, and as computer capabilities have im-
proved, the modeling approaches have become in-
creasingly more complex and computationally in-
tensive. The simplified climate models continue to
have a very useful role in climate research related
to the potential effects of increased CO, concentra-
tions in that they are particularly well suited for
sensitivity studies that would be computationally
prohibitive and exceedingly difficult to analyze if
GCMs alone were used.

The purpose of this section is to show the histor-
ical progression of assessment studies. This discus-
sion is not intended to be complete in describing all
models that have been used for these studies. The
emphasis is on EBMs and RCMs, because studies
using these models have been particularly useful in
investigating the impact of feedback processes on
mode] sensitivity. This section is a summary of the
detailed discussion of EBM and RCM studies that is
presented in Appendix A. The technically oriented

Model Projections of the Equilibrium Climatic Response to Increased Carbon Diozide 83



reader is encouraged to read Appendix A to gain a
deeper appreciation of the analysis upon which the
conclusions presented in Section 4.2 are based.

4.2.1 Energy Balance Models

Energy balance models predict the change in tem-
perature at the Earth’s surface that results from a
change in heating based on the requirement that
the net flux of energy does not change. The earliest
estimates of the CO,-induced temperature change
were obtained from surface energy balance models
(SEBMs) wherein the energy balance condition was
applied at the Earth’s surface. Later, planetary en-
ergy balance models (PEBMs) were used to deter-
mine the CO,-induced temperature change from the
balance condition applied at the top of the atmo-
sphere. In this section we review these EBM stud-
ies of CO;-induced temperature change, beginning
with the first SEBMs and concluding with PEBMs.

First, however, we introduce a formulation for
EBMs that is generalized to encompass both SEBMs
and PEBMS. This formulation also facilitates the
quantitative evaluation of feedback, thus enabling
comparison of EBMs among themselves and with
the other models presented in the following sections.

Energy balance models predict the change in
temperature at the Earth’s surface (AT,) from the
requirement that the change in the net energy flux
(AN) is zero. The net energy flux depends on quan-
tities, E;, that can be regarded as external to the
climate system, that is, quantities whose change can
lead to a change in climate, but that are indepen-
dent of climate. The net energy flux also depends
on quantities, I;, that are internal to the climate
system, that is, quantities that can change as the
climate changes, and, in so doing, feed back to mod-
ify the climate change. The external quantities in-
clude, for example, the solar constant, the optically
active ejecta from volcanic eruptions, trace gas con-
centrations, and, for purposes of this report, the
CO, concentration (although eventually the CO,
concentration also may change in response to cli-
mate change). The climatic effects of the first three
external factors are discussed further in Chapter 6;
the climatic effects of CO, are discussed here and
in Chapter 5.

The internal quantities include all the variables
of the climate system other than T,. Because T, is

the only dependent variable in an EBM, the internal
quantities must be represented as functions of 7,.
The change in NV due to a change in one or more
external quantities, AE;, can be expressed as

AE, . (4.1)

OFE,;

The resultant change in surface temperature can
be related to the perturbation AQ by
AT, =G, AQ , (4.2)
where G is the gain (output/input) of the system.
If N is independent of the internal quantities, or if
the internal quantities are independent of T,, then
the input AQ to the system is transferred directly
to the output, and

AT. - (AT,,)O = GQAQ ) (4.3)

where G is the gain without feedback.
The effect of the feedback can be characterized
on the basis of the ratio of the AT, with feedback

to that without feedback. Thus, by Equations (4.2)
and (4.3) we define the feedback gain ratio

AT, G, 1
(ATt)O GO 1- f ’

where f is the feedback factor (Bode 1975, p. 32)
or, here, simply the feedback.! For f =0, Ry = 1;
hence (AT,), represents the zero feedback temper-
ature change.

From Equations (4.3), (4.4), and the relation-
ships described in Appendix A, we can write

R, = (4.4)

Go
. = , 4.5
AT =7 AQ (4.5)
where
ON dI,
=G o J .
f Ozj: 61_,, dT,’ (4 6)
and
AN\ !
= 4.7
Go=(57) (4.7)

Thus, the determination of AT, induced by an in-
crease in the CO; concentration requires knowledge

! Hansen et al. (1984) call f (their g) the system gain and Ry
(their f) the net feedback factor.
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of the associated thermal forcing AQ, the zero-
feedback gain of the system G, and the feedback
f. These in turn require knowledge of the partial
derivatives of N with respect to the CO, concentra-
tion, the temperature, and the internal quantities,
as well as the total derivative of the internal quan-
tities with respect to the temperature.

In EBMs, Equation (4.5) may be applied either
at the Earth’s surface (SEBMs) or at the top of
the atmosphere (PEBMs). Consequently, AQ is the
perturbation at the Earth’s surface in the SEMB,
and it is the perturbation at the top of the atmo-
sphere in the PEMB.

As discussed in greater detail in Appendices A
and B of this volume, a wide range of values for G,
has been obtained for SEBMs depending on model-
ing assumptions. The wide range in the values of G,
obtained from SEBMs is, in part, a consequence of
the nonlinear dependence of G; on f. From Equa-
tion (4.4)

oG, _ Gy ’ (4.8)

af  (1-f)?
hence the change in G, resulting from a given
change in f rapidly increases as f -» 1. This sensi-
tivity of G; to f means that f must be determined
with both high accuracy and precision. The diffi-
culty of achieving this has been due to the neglect
of certain fluxes in the earlier SEBMs, and to the
inability of SEBMs in general to determine the be-
havior of the climate system away from the surface
energy balance level.

The surface and the troposphere are strongly
coupled, hence, neither the surface nor the atmo-
sphere can be considered in isolation. Because of
the inherent difficulty of specifying the behavior of
the atmosphere in terms of the surface temperature
in SEBMs and the large sensitivity of A7, in SEBMs
to this specification, it is preferable to use models
that calculate the atmosphere’s behavior based on
the fundamental laws of physics.

As shown in Appendix A, the feedback in
PEBMSs depends on the specification of the behavior
of the atmosphere and the Earth’s surface. Thus,
PEBMs have the same problem as SEBMs; namely,
they need to treat the behavior of the climate sys-
tem away from the energy balance level. In PEBMs
this has been done semi-empirically following the
initial studies by Budyko (1969) and Sellers (1969).
The equilibrium surface temperature change for a

CO, doubling ranges in PEBMs from 0.6°C (Ra-
sool and Schneider 1971) to 3.3°C (Ramanathan et
al. 1979).

In addition to the EBMs mentioned above,
there are also one-dimensional (latitude) and two-
dimensional (latitude and altitude) EBMs that have
played important roles in illustrating the magnitude
of several climate feedback processes. These EBMs
are reviewed in North et al. (1981).

4.2.2 Radiative-Convective Models

The essential difficulty in using EBMs to determine
climate change lies in their inability to accurately
and precisely determine the feedbacks. This occurs
because of the limited set of internal variables that
can be selected in these models and because of the
limited knowledge of the relationships of the chosen
internal variables to the surface temperature. Sim-
ply stated, EBMs are limited because they do not
include a physically based model of the atmosphere.

What physical processes must be included in
such a model of the atmosphere if the objective is
to simulate the change in the surface temperature
AT, induced by a change in the CO, concentration
AC? If we knew AT, observationally, as presum-
ably we will in the future, then we could answer
the question by sequentially inserting different pro-
cesses into the model and retaining only those that
significantly contribute to AT,. Because we cannot
do this yet, we can take the not unreasonable ap-
proach of determining which processes are required
in the model to reproduce the present-day temper-
ature profile of the atmosphere, T(z). Proceeding
in this way, however, does not guarantee that some
physical processes essential to the determination of
AT, may not be important for the reproduction of
T(z), and, therefore, that some essential physical
processes (and feedbacks) are not left out of the
model.

The transfers of solar and longwave radiation
are essential physical processes in establishing the
atmospheric temperature profile. Accordingly, a
thermodynamic climate model based solely on the
thermodynamic energy equation can be developed
that includes only the heating and cooling by so-
lar and longwave radiation, respectively. The cal-
culation of the radiative fluxes requires a radiative
transfer model (see Chapter 2) and knowledge of
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the vertical distributions of the gaseous absorbers—
principally water vapor, carbon dioxide, ozone, and
clouds—which may be prescribed along with the so-
lar constant, the solar zenith angle, and the albedo
of the Earth’s surface. The atmosphere may then be
subdivided vertically into layers, and the radiative-
equilibrium temperature for each layer may be de-
termined by integrating the thermodynamic energy
equation in time from an arbitrary initial tempera-
ture until equilibrium is established.

Such a purely radiative thermodynamic climate
model is successful in reproducing the observed ver-
tical temperature distribution of the stratosphere,
but it gives temperatures that are colder in the
upper troposphere and warmer near the surface
than those observed (Manabe and Strickler 1964).
The resultant tropospheric temperature lapse rate,
[ = —3T/0z, is larger than the dry adiabatic lapse
rate, I'y, ~ 10°C km™!, which defines the neu-
tral stratification for the vertical displacement of
unsaturated air. This superadiabatic stratification,
I' > T4, 1s unstable and cannot persist in the ac-
tual atmosphere due to the ameliorating processes
of convection (i.e., gravitational forces will induce
vertical mixing and overturning).

For a vertical model of the atmosphere to cal-
culate a realistic temperture profile, the thermody-
namic energy equation must be modified to include
the nonradiative transfer of energy from the sur-
face to the atmosphere (Q,;.) as well as the convec-
tive redistribution of energy within the atmosphere
(Qconv)- The physical processes that comprise @, ;.
and Q.,., are complex because they involve the
turbulent transfer of energy in both unsaturated
and saturated conditions, and would, if explicitly
treated, place an impractical computational burden
on the model. Consequently, simplified (parameter-
ized) treatments of these processes have been in use
since the pioneering work of Manabe and Strickler
(1964), in which @,;. was determined as an equiv-
alent radiative energy exchange and Q..n, Was de-
termined by convective adjustment. In this con-
vective adjustment, the temperatures of adjacent
model layers are adjusted in an energetically conser-
vative manner such that the lapse rate is restored to
a prescribed value I', whenever I' > T',. This type
of model is called a radiative-convective model and,
as first shown by Manabe and Strickler (1964), is ca-
pable of reproducing many of the observed features

of the temperature profiles in both the stratosphere
and troposphere.

Since the development of the first RCM by
Manabe and Strickler (1964), a large number of
RCMs have been constructed with different radia-
tive transfer models, different parameterizations of
Q.5 and Q.ony, and additional physical processes
and feedbacks of potential importance for CO,-
induced (and other) climate changes. The first
study with an RCM of CO;-induced temperature
change was carried out by Manabe and Wetherald
(1967). In their RCM, the cosine of the solar zenith
angle and the length of the day were taken equal to
their respective annual mean values for the globe.
The surface energy flux was treated as an equivalent
radiative exchange, convection was parameterized
by convective adjustment with a fixed critical lapse
rate, the atmospheric water vapor mixing ratio was
calculated assuming a fixed profile of relative hu-
midity, and three cloud layers with fixed pressure
were prescribed along with a fixed surface albedo.
The equilibrium vertical temperature profiles com-
puted for prescribed CO, concentrations of 150, 300
and 600 ppm are shown in Figure 4.1. Each pro-
file exhibits a troposphere between the surface and
about 13 km with a lapse rate T' equal to the pre-
scribed critical value ', and a stratosphere from 13
to 42 km where the temperature is first isothermal
and then increases with increasing altitude. The
stable stratifiction in the stratosphere shows that it
is in pure radiative equilibrum, whereas the criti-
cal lapse rate of the troposphere indicates that it
is in radiative-convective equilibrium. Figure 4.1
shows that doubling the CO, concentration, either
from 150 to 300 ppm or from 300 to 600 ppm, in-
creases the temperature at the surface and in the
troposphere, and decreases the temperature in the
stratosphere above 20 km.

The surface temperature changes simulated by
17 RCMs for a doubled CO, concentration are pre-
sented in Table 4.1. The values are all positive and
range from a minimum of 0.48°C to a maximum of
4.20°C. These tabulated results primarily depend
on the processes included in the RCM. In Appendix
A the physical processes are analyzed that result
in this wide range of simulated surface temperature
changes induced by a doubling of the CO, concen-
tration.
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Figure 4.1. Vertical distributions of temperature in a radiative-
convectivemodel for fixed relative humidity (FRH) and fixed cloud
cover (FCL). The surface temperature change is 2.88°C for a CO,
doubling from 150 to 300 ppm and 2.36°C for 300 to 600 ppm.
Source: Manabe and Wetherald (1967).

Table 4.1
Surface Temperature Change Induced by
a Doubled CO; Concentration as Calculated by
Selected Radiative-Convective Models

AT, (°C)

Study

Manabe and Wetherald (1967) 1.33-2.92
Manabe {1971) 1.9

Augustsson and Ramanathan (1977) 1.98-3.2
Rowntree and Walker (1978) 0.78-2.76
Hunt and Wells (1979) 1.82-2.2
Wang and Stone (1980) 2.00-4.20
Charlock (1981) 1.58-2.25
Hansen et al. (1981) 1.22-3.5
Humme! and Kuhn (1981a) 0.79-1.94
Hummel and Kuhn (1981b) 0.8-1.2

Hummel and Reck (1981) 1.71-2.05
Hunt (1981) 0.69-1.82
Wang et al. (1981) 1.47-2.80
Hummel (1982) 1.29-1.83
Lindzen et al. (1982) 1.46-1.93
Lal and Ramanathan (1984) 1.8-2.4

Somerville and Remer (1984) 0.48-1.74

These CO,-induced surface temperature changes
can be understood in terms of the direct radiative
forcing, the response to this forcing in the absence
of feedbacks, and the amplification and damping of
the response that results from positive and nega-
tive feedbacks, respectively. The direct radiative
forcing occurs predominantly in the longwave ra-
diation and is characterized by a decrease in the
net upward flux at the surface and throughout the
atmosphere. The decrease at the surface acts to
warm the surface. In the troposphere the magni-
tude of the decrease in the net upward longwave
flux increases with altitude, which acts to warm the
troposphere. In the stratosphere the magnitude of
the decrease in the net upward longwave flux de-
creases with altitude, which acts to cool the strato-
sphere. This cooling tendency occurs primarily be-
cause of the greater upward and downward emission
from the stratosphere itself. The warming tendency
of the troposphere is caused primarily by the in-
creased downward flux from the stratosphere, and
the warming tendency of the surface occurs primar-
ily because of the greater downward emission from
the troposphere.

The surface temperature response of the climate
system without feedbacks to the radiative forcing
caused by increased CO,, ARy, can be character-
ized by a zero-feedback surface temperature change
(AT,)o = GoARy, where G is the climate system
gain without feedbacks. The gain G can be esti-
mated from a PEBM as 0.3°C (W m~2)"!. Thus,
(AT,)o = 1.2°C for the nominal value of ARy = 4
W m~2. This estimate of (AT,), is in agreement
with several RCM studies that were made without
feedbacks.

The surface temperature response of the climate
system with feedbacks can be characterized by

G .
AT, = —> ARy,

=17
where f is the feedback, which varies from —1.5
to 0.7 in the RCM studies of CO.-induced climate
change. The physical mechanisms that contribute
to this range include, as T, increases: the increase
in the amount of water vapor in the atmosphere as
a consequence of the quasi-constancy of the rela-
tive humidity; the decrease in the lapse rate; the
changes in cloud altitude, cloud cover, and cloud
optical depth; and the decrease in surface albedo.

(4.9)
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A study with the of Oregon State University
(OSU) two-layer RCM was performed to determine
the independence of the above feedbacks. This
study shows that the individual feedbacks of water
vapor, cloud altitude, and surface albedo are pos-
itive; the individual cloud cover and cloud optical
depth feedbacks are essentially zero; and the indi-
vidual moist adiabatic lapse rate (MALR) feedback
is negative. This study also shows that the feed-
backs of water vapor and either lapse rate, cloud al-
titude, or surface albedo are additive; hence, these
feedbacks are independent. This is not the case
for the water vapor feedback with either the cloud
cover or cloud optical depth feedbacks. Both vari-
able cloud cover and variable optical depth act as
negative feedback mechanisms when they act in con-
junction with the positive water vapor feedback.

A positive water vapor feedback occurs when
the relative humidity is held fixed because then
the absolute humidity increases nonlinearly with in-
creasing temperature due to the Clausius-Clapeyron
relation, and the increased water vapor reduces
the atmospheric transmissivity, which enhances the
CO; greenhouse effect. A positive feedback of
fw = 0.340 was obtained by the OSU RCM, and
values from 0.371 to 0.533 were obtained by the
other RCMs, with their actual values depending
on the temperatures of the control simulation and
whether the atmosphere was clear or cloudy. A rea-
sonable estimate allowing for these dependencies is
fw = 0.3-0.4. The value of fi would be larger
(smaller) than this if the relative humidity were not
constant and instead increased (decreased) with in-
creasing temperature.

Radiative-convective model studies have shown
that the CO,-induced warming decreases by 12% as
the prescribed temperature lapse rate is decreased
from 6.5 to 5.0°C km~!. When the lapse rate is
allowed to vary, a lapse rate feedback is obtained.
A positive feedback is found for the baroclinic ad-
justment lapse rate (BADJ), which should be appli-
cable in middle and high latitudes where baroclinic
adjustment is prevalent. We estimate fg4py ~ 0.15
if fw = 0.3. A negative feedback is found for the
MALR with values of —0.409 and —0.262 from the
OSU and other RCMs, respectively. Because the
former value is probably an overestimate by the two-
layer RCM, a reasonable estimate of this feedback is
faarr ~ —0.25 to —0.4. A negative feedback is also

found when the lapse rate is determined by pene-
trative convection with a value of fpe = —0.654
given by one RCM. One or both of these negative
feedbacks are likely to be found in the tropics where
cumulus convection is prevalent.

Cloud feedback can occur from changes in cloud
altitude, cloud cover, and cloud optical depth.
Three treatments of cloud altitude have been used
in RCMs: fixed cloud altitude (FCA), fixed cloud
pressure (FCP), and fixed cloud temperature (FCT).
Fixed cloud altitude and FCP have frequently been
taken to be synonymous even though this strictly
is not the case. For FCA the cloud tempera-
ture increases by the same amount as the surface
temperature, and there is no feedback. For FCP
the cloud temperature increases less than the sur-
face temperature; hence, to achieve equilibrium the
CO;-induced surface temperature warming must be
greater with FCP than with FCA. Therefore, FCP is
a positive feedback process; however, there is insuf-
ficient information to evaluate this feedback quanti-
tatively. For FCT, the cloud temperature does not
change with a change in the surface temperature;
hence, the CO,-induced surface temperature warm-
ing for FCT must be even larger than that required
for FCP to achieve equilibrium. The FCT feedback
fca 18 0.261 from the Oregon State University RCM
and 0.168 to 0.203 from another RCM, the latter is
in comparison with the FCP case. Thus, a reason-
able range of fc4 is perhaps from 0.15 to 0.30.

The feedback caused by changes in cloud cover
A. depends in part on the quantity

OR,

_ _So 3ap
- 0A,. "’

4 OA,

(4.10)

which itself depends on the competing effects of
changes in the planetary albedo, oy, and in the net
upward longwave flux at the top of the atmosphere,
Ry. An analysis of several RCM studies shows that
6 ~ —100 W m~2 for low clouds, § ~ —50 W m~2
for middle clouds, and 6 ~ 5-80 W m~2 for high
clouds, the latter generally increasing with cloud
emissivity. Thus, for the case dA./dT, > 0, low and
middle clouds make a positive contribution to the
cloud cover feedback, fcc, and high clouds make a
negative contribution, while the sign of these con-
tributions reverses for dA./dT, < 0. A single RCM
study of cloud cover feedback gave a positive value
of fcc for doubled COg, but a negative value for a
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2% solar constant increase. These seemingly con-
tradictory findings can be understood on the basis
of the changes in the vertical cloud cover profile,
which demonstrates that it is the vertical integral
of 6AA, that determines the sign and magnitude
of the cloud cover feedback. Because of this, cloud
altitude feedback is subsumed in cloud cover feed-
back.

The feedback due to changes in cloud optical
depth, 7., depends in part on the quantity

(4.11)

which also depends on the competing albedo and
longwave effects. For black clouds, dR,/9r. = 0
and ¢ < 0. For non-black clouds, dR,/dr, < 0
and ¢ may be positive or negative. Thus, for the
case of dr./dT, > 0, low and middle clouds make
a negative contribution to the cloud optical depth
feedback fop and high clouds can make either a
positive or negative contribution, while the sign of
these contributions reverses for dr./dT, > 0. Two
RCM studies, each with a single cloud layer, found
that fop was negative with values of —0.427 and
—1.05 to —1.32. Another study found that fop
was essentially zero for doubled CO,, but was neg-
ative for the case of a 2% solar constant increase.
This latter study, as that above for the cloud cover
feedback, showed that the cloud optical depth feed-
back depends on the vertical integral of ¢dr./dT,
throughout the atmosphere.

Finally, the feedback due to changes in the ex-
tent of ice depends in part on

~So 9oy, da,
4 9o, dT, '

Because the amount of ice decreases as the surface
temperature increases, da, /dT, < 0. Consequently,
because day,/da, > 0, the ice-albedo feedback fs,
is positive. A single RCM study gives values of fg,
from 0.141 to 0.193.

Based on the RCM studies reviewed in this sec-
tion, we can summarize our knowledge of water va-
por, lapse rate, cloud altitude, cloud cover, cloud
optical depth, and surface albedo feedbacks as

fw =0.3to 0.4 .

fBaps ~0.15,
fMALR = —-0.25to — 0.4 s
fpc ~ —0.65 y

feca ~0.15 t0 0.30 ,
fece = unknown

fop =~ 0to —1.32, and
fsa = 0.14 t0 0.19 .

However, we cannot be highly confident of these
quantitative results because RCMs are not models
of the global climate system and, more importantly,
because RCMs must prescribe (or ignore) the be-
havior of much of that system. In particular, water
vapor feedback is predicted assuming constant rel-
ative humidity, lapse rate feedback generally is pre-
dicted on the basis of baroclinic or moist adiabatic
adjustment, cloud feedbacks are predicted on the
basis of greatly simplified cloud models, and sur-
face albedo is predicted on the basis of an assumed
constant temperature for the equatorward position
of the ice extent. However, the relative humidity
may not be constant; the lapse rate may differ from
those given by baroclinic or moist adiabatic adjust-
ments; the altitude of clouds may not conform to
FCA, FCP,or FCT; the cloud cover and cloud opti-
cal depth may vary vertically in a complex manner,
and the change in surface albedo depends on snow
and ice, the equatorward extent of which may not
have a constant dependence on temperature. These
changes can be predicted credibly only by a physi-
cally based global model that includes the essential
dynamical and thermodynamical processes in addi-
tion to radiative transfer. Nevertheless, RCMs are
extremely valuable because their comparative sim-
plicity permits a more complete understanding of
their feedbacks than the more comprehensive, and
therefore more complex, models described in the
next section.

4.3 STUDIES USING GENERAL
CIRCULATION MODELS

Many aspects of climate, such as the horizontal
transport of heat and land/sea contrasts, are omit-
ted in RCMs and are inadequately treated in one-
and two-dimensional EBMs. Consequently, consid-
erable effort has been devoted to the development
of atmospheric GCMs whose formulation and design

Model Projections of the Equilibrium Climatic Response to Increased Carbon Diozide 89



are presented in Chapter 3. In this section we re-
view the studies of CO,-induced equilibrium climate
change that have been made using GCMs with sev-
eral different treatments of the ocean and sea ice.
These studies will be categorized in what follows ac-
cording to whether or not they include the annual
cycle of insolation.

Simulations Without the Annual
Insolation Cycle

4.3.1

Several studies of CO;-induced climate change have
been made with GCMs coupled to a very simple
model of the ocean in which both the oceanic heat
storage and transport are ignored and the sea sur-
face temperature is determined diagnostically such
that the net energy exchange at the air-sea inter-
face is zero. This type of ocean model is called a
swamp model because of its similarity to perpetu-
ally wet land. In a swamp model the existence of sea
ice is predicted whenever the sea surface tempera-
ture drops below the temperature at which sea wa-
ter normally freezes. The studies shown in Table 4.2
have been conducted with GCM/swamp ocean mod-
els because of their relative computational economy.
These models require about 300 days to attain their
equilibrium climates, which is an order of magni-
tude less time than that required for GCMs that
include the simplest ocean formulation with heat
capacity. However, because of the absence of heat
storage in the swamp model, the diurnal and an-
nual solar cycles must be neglected, or else the ocean
would freeze in the nighttime hemisphere and in the
polar night latitudes.

It should be recognized that the climate sim-
ulated by models using annual mean insolation is
markedly different from the observed annual mean
climate of the Earth. The models are used to
help our understanding of the mechanisms involved
in the response of climate, not to produce pre-
dictions of changes in regional annual mean cli-
mate. In view of this, some studies using annual
mean insolation assume a simplified distribution of
the oceans and continents (Manabe and Wetherald
1975, 1980; Wetherald and Manabe 1981). In other
studies (Hansen 1979; Schlesinger 1982; Washington
and Meehl 1983) realistic geography has been used.
These and other differences in the models (fixed or
prescribed cloud cover and the parameterization of
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Table 4.2
Model Characteristics and CO2-Induced Changes
in Global Mean Surface Air Temperature,
AT,, and Precipitation Rate, AP, Simulated by
GCM/Swamp Ocean Models with Annual Mean Insolation

COZ
Multi- AT, AP

Study plier Geography Clouds (°C) (%)

Manabe and 2 Idealized Fixed 2.9 7.8
Wetherald
(1975)

Manabe and 2 Idealized Computed 3.0 7.0
Wetherald 4 Idealized Computed 5.9 116
(1980)

Wetherald and 4 Idealized Fixed 6.0 128
Manabe (1981)

Hansen (1979) 2 Realistic  Computed 3.9 6.0

Schlesinger 2 Realistic = Computed 2.0 5.1
(1982)

Washington and 2 Realistic Fixed 1.3 2.7
Meehl (1983) 2 Realistic  Computed 1.3 3.3

4 Realistic Fixed 2.7 6.5
4 Realistic = Computed 3.4 6.0

other physical processes) inevitably produce differ-
ences in the sensitivity of the models to an increased
CO. concentration. Here, we attempt to identify
the aspects of the response that are qualitatively
similar.

The changes in global mean surface air tem-
perature simulated for a CO, doubling range from
1.3 to 3.9°C, and the accompanying changes in pre-
cipitation rate range from 2.7 to 7.8% (Table 4.2).
Although the quantitative values vary significantly,
the qualitative changes in the global and zonal mean
distributions of these quantities show reasonable
agreement. Results from a few of the studies listed
in Table 4.2 are presented below as examples of the
results obtained with GCM/swamp ocean models.

4.3.1.1 Changes in Zonal Mean Air Temperature

Latitude-altitude cross sections of the change in
zonal mean air temperature simulated for a CO,
doubling by Manabe and Wetherald (1975, 1980)
with sector versions of the Geophysical Fluid Dy-
namics Laboratory (GFDL) model are presented in
Figure 4.2. In panel (a) the clouds were fixed, and
in panel (b) the clouds were computed. Each of
the simulations in Table 4.2 shows that the strato-
spheric temperatures decrease and the tropospheric
temperatures increase in response to the doubled
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Figure 4.2. The zonal mean temperature differences (°C) for dou-

bled CO2: (A) the simulation by Manabe and Wetherald (1975);

(B) the simulation by Manabe and Wetherald (1980). Dense stip-

ple shows a temperature decrease, light stipple shows increases

between 2 and 4°C, and hatching shows increases larger than

4°C. Pressure p is in millibars; surface pressure is p,. Source:

Schlesinger (1984a).

CO, concentration. The vertical distribution of
CO;-induced temperature change is similar to that
obtained by the RCMs (see Figure 4.1).

The stratospheric cooling increases with increas-
ing altitude in the simulations. In the Manabe
and Wetherald (1975) simulation with fixed clouds,
the cooling at any altitude in the stratosphere is a
maximum in the tropics and approaches a smaller
constant value in the poleward direction. In the
Manabe and Wetherald (1980) simulation with com-
puted clouds, the CO,-induced stratospheric tem-
perature decrease also becomes smaller from the
tropics toward the poles above about 26 km. Below
this altitude, however, the cooling decreases with
latitude only to the subtropics and then increases
toward the pole. This results in a minimum cooling
in the subtropical stratosphere.

The tropospheric warming increases from the
surface upward to a maximum value at about 10
km in tropical and subtropical latitudes in the Man-
abe and Wetherald (1975) simulation. This upward
amplification of the tropospheric warming was at-
tributed to the maintenance of the moist adiabatic
temperature lapse rate by moist (cumulus) convec-
tion, a parameterized subgrid scale process, and
the fact that this lapse rate decreases with increas-
ing temperature. The upward amplification is also
found in the Manabe and Wetherald (1980) simula-
tion, although it is somewhat more confined to low
latitudes. A similar upward amplification was ob-
tained at almost all latitudes in the global model
simulation by Schlesinger (1982). In contrast an
upward amplification of the tropospheric tempera-
ture increase is either nonexistent or very weak in
the simulations with the National Center for Atmo-
spheric Research (NCAR) model, both for fixed and
computed clouds (Washington and Meehl 1983).

The GFDL simulations also display a poleward
amplification of the warming in the lower half of
the troposphere, with maximum temperature in-
creases at the surface near 80° latitude that are
four to five times the minimum increases in the trop-
ics. This poleward amplification is attributed to the
ice-albedo feedback mechanism (whereby an initial
warming in high latitudes is amplified by melting
snow and/or sea ice which, in turn, results in a large
decrease in surface albedo and an increase in the ab-
sorbed solar radiation) and to the vertical confine-
ment of this surface warming by the low-level tem-
perature inversion (Manabe and Wetherald 1975).

The contrasting response in low and high lati-
tudes leads to a reduction in the meridional tem-
perature gradient. This is most pronounced near
the surface. Manabe and Wetherald (1980) argue
that an increase in the poleward transport of energy,
mainly in the form of latent heat, also contributes
to the reduction in the meridional temperature gra-
dient. This is discussed further below.

The observed meridional temperature gradient
contributes to the occurrence of the midlatitude
synoptic disturbances (depressions) found in nature.
Manabe and Wetherald found a decrease in the
transient kinetic energy in the lower atmosphere in
midlatitudes, indicating that there are fewer and/or
less-intense disturbances, and they suggest that the
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reduction in the meridional temperature gradient is
probably responsible for this.

Although the GFDL models used by Manabe
and Wetherald (1975, 1980) differ in more ways than
just their treatment of clouds (particularly, there is
a difference in the parameterization of longwave ra-
diative transfer), a comparison of the GFDL simula-
tions with fixed and computed clouds suggests that
the influence of clouds on CO,-induced tropospheric
temperature change is of secondary importance.

A comparison of the zonal mean surface air
temperature changes simulated by several models
is shown in Figure 4.3. The zonal means for the
GFDL sector models of Manabe and Wetherald
(1975, 1980) both show a minimum warming of
about 1.5°C in the tropics followed by an increase
toward the subtropics. The rise is more rapid in
the 1975 simulation and reaches a maximum value
of 2.5°C near 15° latitude. The warming then de-
creases to about 2°C between 20° and 30° latitude
and increases virtually monotonically to a maxi-
mum value of nearly 11°C at the highest model lat-
itude. On the other hand, the 1980 simulation does
not display a secondary maximum in the tropics;
rather, it increases monotonically to a maximum
value of about 7.5°C at 83° latitude and then de-
creases to about 5°C near the pole.

The zonal mean of the simulation using the OSU
model (Schlesinger 1982) is quite similar to that of
the 1980 GFDL simulation between 30°S and 25°N,
with a minimum warming of about 1.25°C in the
tropics and an increase to about 3°C in the subtrop-
ics. However, in marked contrast to the almost 1°C
increase in warming that occurs between 34° and
38° latitude in the 1980 GFDL simulation, there
is a decrease in warming in the OSU simulation to
about 1.5°C at 55°S and 40°N. This is similar to the
result of the 1975 GFDL simulation, albeit there is
about a 10° latitude difference in positions of the
resultant low-latitude warming maxima. Poleward
of these latitudes the warming in the OSU simula-
tion again increases with latitude to a value that is
larger in the Arctic than in the Antarctic, namely,
3.9°C at 86°N and 3.0°C at 86°S. If the OSU curve
were shifted upward such that the midlatitude min-
imum warming in each hemisphere intersects the
1980 GFDL curve, the poleward amplification in the
OSU simulation would be seen to be approximately
half that of the 1980 GFDL simulation.

°C

AT,, 2xCO,-1XCOy,,

- 'v'
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Figure 4.3. Changes in zonal mean surface air temperature (AT,)
simulated by five GCMs for doubled CO; concentration. Curve (a)
from data by Manabe and Wetherald (1975) and curve (b) from
data by Manabe and Wetherald (1980) are plotted symmetrically
about the equator. Other curves: c, Schlesinger (1982); d, Wash-
ington and Meehl (1983); computed clouds; e, Washington and
Meehl (1983), prescribed clouds. Source: Schlesinger (1984a).

The zonal mean of the NCAR simulation with
computed clouds (Washington and Meehl 1983)
shows a minimum warming of about 1°C in the trop-
ics, a relatively uniform warming of about 1.5°C
in the midlatitudes of the Southern and Northern
Hemispheres, a poleward amplification from about
50°S to 70°S, and no poleward amplification in high
northern latitudes. The zonal mean warming in this
NCAR simulation is smaller than that obtained by
the GFDL and OSU simulations, except near 70°S,
where there is agreement with the OSU result.

Figure 4.3 also shows the zonal mean surface
temperature change from the NCAR simulation
with fixed clouds. This figure shows that inhibit-
ing the response of clouds to increased CO; in this
NCAR model leads to a larger surface warming al-
most everywhere. This contradicts the results of
other investigators (see Section 4.3.2).

92 Projecting the Climatic Effects of Increasing Carbon Diozide



Analysis of the geographical distributions of
changes in surface air temperature from the cal-
culations of Manabe and Wetherald (1975, 1980)
and Schlesinger (1982) shows that in general there
is a negative correlation between changes in surface
air temperature and changes in soil moisture. This
negative correlation occurs presumably through the
change in surface evaporation, with increased (de-
creased) soil moisture resulting in increased (de-
creased) evaporative cooling and smaller (larger)
warming of the Earth’s surface and surface air.

4.3.1.2 Changes in Precipitation
and Soil Moisture

In all studies cited in Table 4.2, there is an in-
crease in the areal mean precipitation and evapora-
tion rates. The flux of longwave radiation reaching
the surface is enhanced due to the increased CO,
concentration (and the subsequent increase in at-
mospheric temperature and water vapor), making
more energy available for evaporation. Manabe and
Wetherald (1975) point out a further reason for the
increase in evaporation. The radiative energy ab-
sorbed by the surface is transferred to the atmo-
sphere as sensible and latent heat. The saturation
water vapor pressure increases nonlinearly with an
increase in temperature. As a result, when the sur-
face temperature increases, a greater proportion of
the radiative heating is converted to latent rather
than sensible heat. Indeed, Manabe and Wetherald
found a decrease in the flux of sensible heat from
the surface, further enhancing the latent heat flux
(evaporation). The increase in surface temperature
increases the saturation vapor pressure at the sur-
face so that the ratio of latent heat (and evapora-
tion) to sensible heat increases. At equilibrium the
increase in evaporation must be balanced by an in-
crease in precipitation.

The latitudinal structure of the zonally aver-
aged changes in precipitation is broadly similar in
all the studies for which data are available, with a
marked increase in precipitation in high latitudes
and smaller changes of either sign near the equator
(Figure 4.4) The changes in the zonal mean pre-
cipiation rate for doubled CQO. simulated by the
NCAR model (Washington and Meehl 1983) with
both computed and fixed clouds are shown in Fig-
ure 4.4. Both of the NCAR simulations show an
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increase in the equatorial precipitation rate, with
the maximum increase being smaller and shifting
northward for fixed clouds compared to that for
computed clouds. Both simulations show a max-
imum decrease near 10°N which agrees with both
the 1975 and 1980 GFDL simulations. Both NCAR
simulations also show a maximum increase between
40° and 50°N, as does the OSU model, and generally
increased precipitation in high northern latitudes, in
agreement with both the OSU and GFDL models.
The two NCAR results show greater disagreement
between each other in the Southern Hemisphere.
The model with computed clouds simulates a de-
crease in the zonal mean precipitation rate near 30°
and 65°S, whereas the model with fixed clouds simu-
lates increased rates near these locations. However,
both simulations generally show an increase in the
precipitation rate poleward of about 40°S, which
agree with both the GFDL and OSU simulations.

The differences in low latitudes are not only due
to the diversity of models represented, but are also
a reflection of the inherent variability of simulated
precipitation in the tropics (Manabe et al. 1981).
The warming accompanying the increase in CO,
concentration increases the capacity of the atmo-
sphere to hold moisture. There is a marked increase
in the transport of warm moist air into high lati-
tudes, which produces the increase in precipitation
found there.

The increases in evaporation are relatively uni-
form with latitude, whereas there are large in-
creases in precipitation in high latitudes and small
increases, or even reductions near 35° to 50°, asso-
ciated with a potential shift in the latitude of max-
imum precipitation. As a result there is a marked
reduction in the supply of moisture from the atmo-
sphere to the surface (precipitation minus evapora-
tion), and the model soil moisture decreases in these
regions. In high latitudes the increase in precipita-
tion exceeds that in evaporation, and there is an
increase in model runoff. The region of decreased
precipitation near 35° to 50° latitude in Figure 4.4
coincides approximately with the main decrease in
transient eddy kinetic energy, so it seems likely that
the reduction in meridional temperature gradient
and subsequent reduction in the number or inten-
sity of atmospheric disturbances is responsible for
the reduction in precipitation at these latitudes.
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Figure 4.4. The change in zonal mean precipitation rate (AP) simulated by six GCMs for doubled CO2. (A) Data from Manabe and
Wetherald (1975, curve a; 1980, curve b) plotted symmetrically about the equator. (B) Data from Gates et al. (1981, curve a) and
Schlesinger (1982, curve b). (C) Data from Washington and Meehl (1983; curve a, predicted clouds; curve b, prescribed clouds). Source:

Schlesinger (1984a).

There is a tendency for the tropical and midlati-
tude regions of minimum and maximum warming to
occur where the soil is moistened and dried, respec-
tively. Similarly, there is a tendency for the tropical
and midlatitude regions of increased and decreased
soil moisture to occur where the precipitation rate
increased and decreased, respectively.

Figure 4.4 also shows the changes simulated by
the OSU model with prescribed sea surface temper-
ature and sea ice {Gates et al. 1981). It is evident
that generally, these changes are not only consider-
ably smaller than those of the other models, they
are negative almost everywhere.

The geographical distributions of the soil mois-
ture change simulated by the sector models of Man-
abe and Wetherald (1975, 1980) are presented in
Figure 4.5. This figure shows that in both simula-
tions the soil moisture decreased almost everywhere
poleward of 35° latitude and increased over most
of the continent equatorward of this latitude. The
maximum drying of the soil occurs in a band that
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stretches from coast to coast centered near 35° and
40° latitude in the 1975 and 1980 simulations, re-
spectively. This drying band in each simulation is
the most prominent feature of the zonal mean soil
moisture change. These calculations raised concern
about the potential effects of increased CO, con-
centration on agricultural production in middle lat-
itudes.

4.3.1.3 Changes in Cloud Cover

The realistic representation of clouds in climate
models is one of the main problems facing numeri-
cal modelers. Nevertheless, some studies have been
made with models in which crude parameteriza-
tions of cloud cover have been included. Manabe
and Wetherald (1980) and Washington and Meehl
(1983) found that cloud cover decreased in most
of the tropics and in the middle troposphere, but
increased near the surface and in high latitudes
near the tropopause when the CO, concentration
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Figure 4.5. Manabe and Wetherald (1975, 1980) simulations of change in soil moisture {cm) for doubled CO;. Sparse shading indicates
decreases smaller than 0.5 cm; dense shading indicates decreases larger than 0.5 cm; Left, data from 1975; right, data from 1980. Source:

Schlesinger {1984a).

was doubled. Hansen (1979) noted that the cloud
cover parameterization in the Goddard Institute for
Space Studies (GISS) GCM, in which cloud top
height increased with increasing temperature, pro-
vided a positive feedback mechanism (see Appendix
A). This may have contributed significantly to the
large warming (3.9°C) obtained in his CO, doubling
experiment.

Wetherald and Manabe (1980) have made a
detailed analysis of the changes in cloudiness in
their model caused by increasing the solar constant.
They found the changes in cloudiness to be quali-
tatively similar to those caused by increased CO,.
As in the integration with increased CO;, there is
an increase in the cloudiness of the lowest model
layer in high latitudes and in the subtropics. It was
noted previously that evaporation increases at the
expense of sensible heat. Thus, there is a marked in-
crease in the transfer of moisture in the lowest layer,
with little change in the transfer of heat. The stable
stratification of the lower atmosphere in the sub-
tropics and in high latitudes inhibits the transport
of this extra moisture out of the lowest layer, pro-
ducing an increase in relative humidity and cloudi-
ness. In the middle and upper troposphere, cloudi-
ness decreases. This change is most marked at those

latitudes where the (zonally averaged) motion is up-
wards. The zonally averaged vertical circulation is
weaker in the integration with the increased solar
constant, so this pattern is to be expected. It is
not obvious immediately why cloudiness should de-
crease where there is a reduction in zonally averaged
descending motion. Wetherald and Manabe (1981)
argue that the cloudiness decrease in this region is
due to the increase in the variance of vertical veloc-
ity, which lowers the relative humidity there. Hence,
the area mean precipitation increases, but the area
mean cloudiness decreases. Further discussion of
cloudiness is included in Section 4.3.4.

4.3.2 Early Simulations With the Annual
Insolation Cycle

In the previous section results were presented from
GCM/swamp ocean models in which, necessarily,
the annual cycle of insolation was omitted. Al-
though these models are relatively economical to
run to equilibrium and provide some insight into
the change in annual mean climate induced by in-
creased CO,, their projections of regional climate
change must be viewed with caution because of their
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neglect of the annual insolation cycle and, therefore,
the seasonal variation of climate.

Two different approaches to the treatment of the
ocean and sea ice have been used in calculations that
include the annual insolation cycle. In the first and
more usual approach, the sea surface temperature
and sea ice extent are predicted by an ocean/sea
ice model in which at least the heat capacity of the
upper ocean must be included to permit the annual
insolation cycle. In the second approach, the effect
of CO, is regarded as a perturbation, because the
changes in the global mean radiative and turbulent
heat fluxes caused by doubled CO, are considerably
less than 10% of their present day values (Manabe
and Wetherald 1975). In the control integration, sea
surface temperatures are prescribed from climatol-
ogy, whereas in the increased CO, integration, the
changes in sea surface temperature are prescribed
from a succession of perturbation experiments that
approximate equilibrium with increasing accuracy.
The first (or predicted) approach has the advantage
that the sea surface temperature and sea ice extent
can interact with the atmosphere to establish the
equilibrium climate. This approach has the disad-
vantage that deficiencies in the atmospheric and/or
ocean models can produce errors in the sea sur-
face temperatures and sea ice extent of the control
(1x CO;) integration, which can influence the CO,-
induced climate change. The second (or prescribed)
approach has the advantage that, for contemporary
GCMs, the simulated control climate is closer to
the observed climate than that with predicted sea
surface temperature and sea ice extent. The disad-
vantage of this method is the need to separately de-
termine the CO,-induced change in sea surface tem-
perature and sea ice extent, and the strong influence
of these prescribed changes on the CO;-induced cli-
mate. Studies using both of these approaches are
summarized in Table 4.3 and are described below.

Studies With Prescribed Sea Surface
Temperatures and Sea Ice Extent

4.3.2.1

The changes in the surface and atmospheric heating
rates caused by a CO, doubling or quadrupling are a
small fraction of the ambient heating. Therefore, in
the prescribed approach, these changes are assumed
to be sufficiently small to be regarded as a per-
turbation. Mitchell and co-workers at the United

Kingdom Meteorological Office (UKMO) performed
a set of experiments in which the sea surface tem-
peratures and sea ice extent were prescribed, and
the response to increased CO, was determined se-
quentially. A high degree of accuracy can be at-
tained in the simulation of present day climate us-
ing prescribed climatological sea surface tempera-
tures and sea ice extent, and the transport of heat
caused by ocean currents is included implicitly. In
the first experiment (Mitchell 1983), the response
of the ocean was ignored. In the second (Mitchell
1983), the ocean temperature increase was assumed
to be the same everywhere. In the third (Mitchell
and Lupton 1984), the ocean temperature changes
were prescribed as a function of latitude on the basis
of the previous two experiments.

The sensitivity of the model to an instantaneous
increase in CQO, in the absence of oceanic feedbacks
was simulated by Gates et al. (1981) and also in the
first experiment by Mitchell (1983), and the results
are shown in Table 4.3. The rise in global mean
surface temperature resulting from changes in tem-
perature only over sea ice and the continents for
a doubling of CO, concentration was about 0.2°C,
whether cloudiness was predicted, as in the simu-
lation with the OSU GCM by Gates et al. (1981),
or cloudiness was fixed, as in the simulation with
the GCM by Mitchell (1983). This value is an or-
der of magnitude smaller than that obtained with
the OSU GCM /swamp ocean model by Schlesinger
(1982) (see Table 4.2). Furthermore, the global
mean and zonal mean precipitation changes simu-
lated by a GCM with prescribed sea surface temper-
ature and sea ice extent are negative (Table 4.3 and
Figure 4.4) in contrast to the results obtained by a
GCM with predicted oceanic quantities (Tables 4.2
and 4.3).

The net surface heating in the above experi-
ments with prescribed oceanic quantities increased
by 3.0 to 3.5 W m~2 on doubling CO,, indicating
that had the ocean been free to respond, the surface
temperature would have increased until the ocean
was once more in equilibrium with the atmosphere.
Mitchell (1983) repeated the 2 x CO, experiment,
additionally enhancing sea surface temperatures ev-
erywhere by 2°C, and found that the magnitude
of the change in net surface heating was only 0.8
W m~2. Therefore, the ocean and atmosphere were
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Table 4.3
Model Characteristics and CO2-Induced Changes in the Global Mean Surface Air Temperature, AT,,
and Precipitation Rate, AP, Simulated by GCMs With the Annual Insolation Cycle

Sea Surface

CO; Temperature ATZ AP

Study Multiplier and Sea Ice Geography Clouds (°C) (%)
Gates et al. (1981) 2 Prescribed® Realistic Computed 0.20 -1.5

4 Prescribed® Realistic Computed 0.46 -3.3
Mitchell {1983) 2 Prescribed® Realistic Fixed 0.16 -2.5

2 Prescribed®? Realistic Fixed 2.25 5.2
Mitchell and Lupton (1984) 4 Prescribed® Realistic Fixed 4.7 7.5
Manabe and Stouffer (1979, 1980) 4 Predicted” Realistic Fixed 4.1 6.7

and Manabe et al. (1981)

Wetherald and Manabe (1981) 4* Predictedf Idealized Fixed 4.8 10.0
Hansen et al. (1984) 2 Predicted? Realistic Computed 4.2 11.0
Washington and Meehl (1984) 2 Predicted” Realistic Computed 3.5 7.1
Wetherald and Manabe (1986) 2 Predicted” Realistic Computed 4.0 8.7

a
b

c

Annual mean values.

Prescribed sea surface temperatures and sea ice extents updated at 1-day intervals from monthly climatological values.
Prescribed sea surface temperatures and sea ice extents updated at 5-day intervals from Fourier analyzed climatological values.

As in footnote ¢ except 2°C was added to the prescribed climatological sea surface temperatures in the 2 x CO3 simulation.

As in footnote ¢ except a change in sea surface temperature that varied with latitude was added to the prescribed climatological sea

surface temperatures in the 4 x CO, simulation. In low Jatitudes the change in sea surface temperature was estimated by requiring

that there should be no net increase in surface heating on quadrupling CO2, whereas in higher latitudes the changes were based on

Figure 18 of Manabe and Stouffer (1980).

f Slab ocean model with depth of 68 m and no horizontal heat transport. Sea ice thickness predicted based on thermodynamic sea ice

model.

9 Slab ocean model with prescribed seasonally varying depth based on observations, but constrained not to excceed 65 m. Meridional
heat transport in the ocean prescribed based on GCM simulation with prescribed observed sea surface temperatures. Sea ice thickness

predicted based on thermodynamic sea ice model.
As in footnote f except with depth of 50 m.

much closer to equilibrium than in the first experi-
ment.

The changes in temperature in the second ex-
periment were predetermined largely by the pre-
scribed change in sea temperatures. There was, for
example, no reduction in the meridional tempera-
ture gradient in the lower troposphere. The zonally
averaged changes in the hydrological cycle, how-
ever, were qualitatively very similar to the models
with an interactive ocean, as can be seen in Figure
4.6, which compares the time latitude variation of
precipitation minus evaporation (P~ E) with that
from Manabe and Stouffer (1980). The unshaded
and black areas indicate an increase and decrease
in both experiments, respectively. An increase was
simulated in low latitudes in summer and in high
latitudes for all months. A decrease of P— E was
simulated in the subtropics, except in the North-
ern Hemisphere in summer when there was a de-
crease in middle latitudes. The fact that similar
results were obtained under two very different sets
of assumptions suggests that the mechanism caus-
ing the change is common to both experiments.

Model Projections of the Equilibrium Climatic Response to Increased Carbon Diozide

The following hypothesis may account for much
of the similarity. In each approach the change
in boundary conditions (increased CO, concentra-
tion, enhanced sea surface temperatures) produces
a warmer, moister atmosphere. The meridional
(north-south) moisture flux in the model is propor-
tional to qu, where ¢ is the specific humidity and v
is the meridional wind. The zonally and vertically
averaged meridional moisture fluxes from the con-
trol integration (Figure 4.7, dashed line) show the
transport of moisture from the subtropics to high
latitudes, and from the winter to the summer trop-
ics. If changes in the circulation (v) are sufficiently
small, the changes in moisture flux will be domi-
nated by the increase in humidity (¢), and the main
troughs and peaks in Figure 4.7 will be enhanced as
found in the anomaly simulation (solid line). There
is then a greater flow of moisture into high latitudes,
which must be balanced by an increase in the flux
of moisture to the ground (P—F, see Figure 4.6). In
the winter hemisphere, the increased flow of mois-
ture out of the region between the equator and 40° is
consistent with the local decrease in P— E. Hence,
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Figure 4.6. Latitude-time distribution of change of precipitation
minus evaporation (P — E) in the experiments by Manabe and
Stouffer (1980) and Mitchell (1983). Source: Gilchrist (1983).

much of the simulated change in the hydrological
cycle may be explained in terms of the increase in
moisture content of the atmosphere alone. However,
changes in circulation modify this simple picture,
especially in middle latitudes in summer.

Mitchell and Lupton (1984) have further refined
the estimate of sea surface temperature changes to
include a latitudinal variation. In low latitudes, sea
surface temperature changes were estimated by not
allowing the net surface heating to change for a qua-
drupling of CO,. This is equivalent to requiring the
meridional convergence of heat by the oceans to re-
main unchanged. In higher latitudes, the changes
were based on Figure 18 of Manabe and Stouffer
(1980). In the 4 x CO; integration, the global
mean atmospheric humidity increased by 29%; and,
as one might expect from the arguments advanced
above, there were significant increases in precipita-
tion in the main regions of convergence, including
middle to high latitudes in winter, and the low lati-
tudes in summer (over South America, South Africa

C2s2

— —— Control

Moisture Flux 110 kg/day)

€282

— —~ — Control

Moisture flux (10'3 kg/day!

Figure 4.7. Seasonal mean meridional transport of moisture
(10?3 kg d~1), averaged over 2 years. Solid line, doubled CO; inte-
gration with a change in sea surface temperature of 2°C prescribed
everywhere {C2S2); dashed line, control. {A) June to August; (B)
December to February. Source: Mitchell (1983).

and Northern Australia during December to Febru-
ary, and over the southern United States, northern
Africa and southeast Asia during June to August,
Figure 4.8). In the subtropics, there were statisti-
cally significant decreases in precipitation, including
a region over southern Europe and extending into
central Asia in summer. In general, the response
of the model was very similar to that reported by
GFDL. For example, the changes in model soil mois-
ture during June to August shown in Figure 4.8 are
broadly similar to those shown in Figure 4.12.

In one respect, however, there was a marked dif-
ference. In the UKMO experiment the warming in
the tropical upper troposphere is two to three times
that at the surface, in contrast to modest amplifi-
cation with height evident in Figure 4.9. A similar
contrast is found between the GISS and later GFDL
results (see Figures 4.36, 4.37). This is probably
because both the UKMO and GISS models use a

penetrative convection scheme that is more efﬁcient‘
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Figure 4.8. Changes in model soil moisture for the June to August period caused by quadrupling the CO; concentration and including
prescribed increases in sea surface temperature that increase with latitude. Isopleths are shown every 50 mm. Areas of decrease are

stippled. Source: Mitchell (1984).

in transporting heat and moisture into the upper
troposphere than the moist convective adjustment
scheme used by GFDL (and NCAR).

It should be noted that the UKMO model uses a
higher resolution than is usual in CO, studies, and
hence is more able to resolve synoptic disturbances.
For example, in the control integration there is west-
erly flow as observed over western Europe in sum-
mer (Mitchell, 1983) rather than the strong north-
easterly flow characteristic of low resolution mod-
els. Rowntree and Bolton (1983) found that soil
moisture anomalies over Europe were more persis-
tent when the horizontal resolution of the model
was reduced, as the low level flow became easterly
rather than westerly, and the frequency of moisture-
bearing disturbances from the neighboring ocean
areas was reduced. However, the UKMO results
and those from GFDL (Manabe et al 1981) indicate
that the drying in northern midlatitudes in summer
(Figures 4.8 and 4.12) is not particularly sensitive
to horizontal resolution.

Wilson and Mitchell? have investigated the CO,-
induced changes in variability over western Europe

2 C. A. Wilson and J. F. B. Mitchell, “Simulated Climate
and CO;-Induced Climate Change over Western Europe,”
manuscript in preparation.
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mean annual mean temperature (top), December-January-Febru-
ary (DJF) temperature (middle), and June-July-August (JJA)
temperature (bottom) between the 4 x CO2 and 1 x CO; simula-
tions of Manabe and Stouffer (1980). Source: Manabe and Stouffer
(1980).
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in the UKMO simulation. They find, for exam-
ple, that the frequency of easterly winds over east-
ern England is halved, and that the frequency of
precipitation and the mean amount on wet days
are reduced over southern Italy. The statistical
significance of the changes has been assessed us-
ing tests developed by Katz (1983). Wilson and
Mitchell point out that although their work illus-
trates the potential of numerical models to pro-
duce data for impact studies, there is little consis-
tency from model to model in the detailed regional
changes simulated with increased CO,.

The experiments carried out by Mitchell and
coworkers at UKMO were intended to be comple-
mentary to those carried out elsewhere by using as-
sumptions which, though reasonable, are substan-
tially different. In spite of this, many of the results
obtained are similar and reinforce each other. More-
over, by examining their differences, the sensitivity
of the results to the variations in formulation can
be assessed.

4.3.2.2 Studies With Predicted Sea Surface
Temperatures and Sea Ice Extent

The first simulation of the seasonal variation of
CO,-induced climate change with a model in which
sea surface temperatures and sea ice were predicted
was carried out by Manabe and Stouffer (1979,
1980). In their study, the GFDL GCM was cou-
pled to a fixed depth mixed-layer ocean model with-
out horizontal and vertical heat transports. The
68 m mixed-layer depth was chosen to best fit the
observed annual cycle of sea surface temperatures.
To increase the statistical significance of their re-
sults, Manabe and Stouffer investigated the climatic
changes induced by a quadrupling of the CO, con-
centration. Subsequently, a follow-up study was
conducted by Wetherald and Manabe (1981) to elu-
cidate the differences in the climatic changes with
and without the annual insolation cycle. These
early studies are summarized in Table 4.3 and
are described below. More recently three simula-
tions of the equilibrium climate change for doubled
CO; have been performed by Hansen et al. (1984),
Washington and Meehl (1984), and Wetherald and
Manabe (1986) with the GISS, NCAR, and GFDL

GCMs coupled to mixed-layer ocean models. These
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more recent studies also are summarized in Table
4.3 and are described in Section 4.3.4.

The latitude-altitude distributions of changes
in zonal mean temperatures simulated by Manabe
and Stouffer (1979, 1980) for a CO, quadrupling
are presented in Figure 4.9 for the annual mean,
December-January-February (DJF), and June-July-
August (JJA) averages. The annual mean temper-
ature changes for quadrupled CO, with the sea-
sonal insolation cycle, realistic geography, and fixed
clouds shown in Figure 4.9 (top) are qualitatively
similar to those obtained for doubled CO,; with ide-
alized geography and fixed or predicted clouds and
without the seasonal insolation cycle, as obtained
by Manabe and Wetherald (1975, 1980) (see Fig-
ure 4.2). In particular, the stratosphere cools, with
the cooling increasing with altitude, and the tropo-
sphere warms, with the warming increasing with al-
titude in the tropics and with latitude at the surface.
The surface warming is larger in the Arctic than in
the Antarctic, as was also found in the doubling
simulation by Schlesinger (1982) (see Figure 4.3).
Figure 4.9 shows, however, that the CO,-induced
temperature changes are not uniform throughout
the year, particularly near the surface in the Arc-
tic where there is a distinct winter maximum and
summer minimum in the warming.

The geographical distribution of the change in
the annual mean surface air temperature is shown
in Figure 4.10 along with the corresponding maps
for DJF and JJA. The annual mean temperature
change shows warming everywhere with minimum
values of about 2.5°C in the tropics, poleward am-
plification in both hemispheres, and warming in the
Arctic that is about 4°C larger than that in the
Antarctic. Figure 4.10 also shows a large seasonal
variation of the CO,-induced warming in the middle
and high latitudes of both hemispheres with greater
warming in winter and lesser warming in summer.
The greatest warming occurs over sea ice in win-
ter, leading to the pronounced east-west asymme-
try evident in the annual mean changes. Conversely,
the temperature rises over the Arctic in summer are
much smaller than those over the surrounding con-
tinents. Over land, where the surface is dry or has
become sufficiently dry to restrict evaporative cool-
ing, the surface warming is likely to be enhanced as
described previously. This mechanism undoubtedly
contributes to some of the longitudinal asymmetries
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Figure 4.10. GFDL model simulation of the change in surface air temperature for quadrupled CO2. (A) Annual mean; (B) DJF; (C)
JJA. Sparse shading indicates increases between 5 and 7.5°C, dense shading indicates increases greater than 7.5°C. Source: Manabe and

Stouffer (1980).

evident in summer. However, Manabe and Stouffer
(1980) note that many of the small-scale variations
may not be statistically significant given the year-
to-year variability in seasonal mean temperatures.
The seasonal nonuniformity of the CO,-induced

‘ temperature change is strikingly revealed in Figure

4.11, which shows the annual cycle of the change
in the zonal mean surface air temperature. The
zonal mean warming is a maximum in winter and
minimum in summer over both the oceans and con-
tinents in the high latitudes of the Northern Hemi-
sphere. This indicates a large reduction of the
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Figure 4.11. GFDL model simulation of the annual cycle of the change in zonal mean surface air temperature (°C) for quadrupled
CO2. (A) Oceans and continents; {B) oceans; (C) continents. Sparse shading indicates increases between 4 and 8°C, dense shading
indicates increases larger than 8°C. Source: Manabe and Stouffer (1980).

amplitude of the annual temperature cycle in these
latitudes.

In the summer Arctic, the surface temperature
is constrained to remain at the freezing point un-
til all the ice has melted, at which time the sur-
face temperature changes little because of the ther-
mal inertia of the mixed layer. Because this holds
for both present day and increased CO, integra-
tions, the changes in summer are small. Further, the
temperature-albedo feedback over the continents is
minimal because there is little snow cover in sum-
mer. In the winter half of the year, changes in high
latitudes are large because the atmospheric warm-
ing is confined to a shallow stable layer, and snow
and ice cover are sufficient to allow significant ice-
and snow-albedo feedback. In the spring this effect
is particularly marked over land when snow cover
is still extensive and insolation is large. Over much
of Antarctica the temperature remains below freez-
ing throughout the year because of the elevation
of the surface, and there is little amplification of
the surface warming by ice- and snow-albedo feed-
back. However, the absorption of solar radiation
over the high-latitude ocean is increased substan-
tially in summer because the ocean has a much lower
albedo than sea ice, but the surface temperature
changes little because of the large thermal inertia
of the mixed layer. This thefmal lag also delays the
onset of freezing in autumn. The ice is both thinner
and less extensive throughout the rest of the year,
allowing a considerable increase in the flux of heat
from the ocean to the atmosphere and contributing

to the increases in surface temperature, particularly
in the autumn.

There is little seasonal variation in the surface
temperature changes within the tropics. This is not
surprising in view of the limited seasonal variation
in present day climate and the large thermal inertia
due to the predominance of oceans at these lati-
tudes.

The geographical distribution of the change in
the annual mean precipitation rate are discussed by
Manabe and Stouffer (1980). There is a predom-
inance of precipitation rate increases poleward of
about 45° latitude in both hemispheres in this sim-
ulation. Regions of both increased and decreased
precipitation rates are located between 45°N and
45°S, with the largest changes occurring between
+30° latitude, which agrees with the OSU global
model and the GFDL sector models. The global
mean precipitation rate increased by 6.7% (Table
4.3).

Manabe and Stouffer (1980) found that the lat-
itudinal distribution of the supply of moisture to
the surface, that is, P — E, was qualitatively sim-
llar to that without the annual insolation cycle,
with marked increases in high latitudes and a re-
duction near the Equator. However, in the seasonal
model the zone of reduced P — E migrates latitu-
dinally through the seasons, this variation being
pronounced over the continents, which contributes
to the seasonal variation of surface wetness. In
the Northern Hemisphere during summer, two drier
zones occur near 65° and 45°N in the integrations
with quadrupled CO,.
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Figure 4.12. GFDL model simulation of the change in soil moisture (cm) for quadrupled COz. Upper and lower panels are simulations
with 15 and 21 waves, respectively (for both longitude and latitude); left and right panels are for Northern Hemisphere spring and

summer, respectively. Source: Manabe et al. (1981).

Manabe et al. (1981) discuss the geographi-
cal distribution of soil moisture changes in several
GFDL studies. During March-April-May (MAM),
the fourfold increase in CO, concentration produces
increases in soil moisture in high northern latitudes,
with small or reversed changes near the Equator
(Figure 4.12A). During JJA, the surface is drier
in middle and high latitudes (Figure 4.12B). The
latitudinal changes are consistent with the zonally
averaged changes in soil moisture in a higher reso-
lution, but otherwise identical model from Manabe
et al. (1981). However, some of the regional dif-
ferences from the high-resolution model shown in
Figure 4.12D for JJA are at variance with the re-
sults from the low resolution model (Figure 4.12B).
This is particularly true in low latitudes, for ex-
ample, over Africa and South America, where the
year-to-year variability is large and changes are not
statistically significant.

Manabe et al. (1981) also made a detailed anal-
ysis of the summer dryness caused by increased CO,
in the various GFDL model studies and found that
the following factors are responsible. The snowmelt
ends earlier in the 4 x CO, integration so that nor-
mal summer drying caused by evaporation begins
earlier and also is stronger. This is the dominant

mechanism in high latitudes. In middle latitudes,
reduced snow accumulation with accompanying re-
duced snowmelt and stronger evaporation in the
enhanced CO, integrations produce a drier surface
from late spring to autumn.

Using results from a model with idealized to-
pography, Manabe et al. (1981) identified two dy-
namical mechanisms that further enhance the sum-
mer midlatitude drying. The simulated extratropi-
cal rainbelt, which migrates between 45°N in winter
and 55°N in summer, is displaced to the north when
CO, is quadrupled. Thus, near 50°N the wet season
ends earlier and begins later in the CO, quadru-
pling experiment than in the control, and there is
less precipitation from spring to autumn in the mid-
latitudes. In addition, Manabe et al. (1981) argued
that the reduction in transient disturbances, which
is particularly marked in spring and autumn, pro-
duces an earlier beginning and a later termination
to the summer period of weak disturbances with a
consequent reduction in precipitation.

An assessment of the effects of the annual in-
solation cycle on CO,-induced climate change was
conducted by Wetherald and Manabe (1981) by
performing two simulations with the same (sector)
model, one with the annual solar cycle (hereafter
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called the seasonal model) and the other with an-
nual mean insolation (hereafter called the annual
model). In both models the ocean was treated as a
68-m slab mixed layer.

By comparing the zonal mean temperature dif-
ferences of the annual and seasonal models in re-
sponse to quadrupled CO., the principal effect of
the annual insolation cycle is shown to be a reduc-
tion in the warming of the zonal mean surface air
temperature at all latitudes, with the reduction in-
creasing with latitude from about 0.5°C in the trop-
ics to 4°C poleward of 70° latitude. A comparison
of the annual mean temperature differences reveals
that the longitudinal variation of the response of
the seasonal model is smaller than that of the an-
nual model, particularly equatorward of 45° lati-
tude. Furthermore, the seasonal model is less sen-
sitive to the CO, quadrupling than is the annual
model, especially in high latitudes where the max-
imum warming is 4°C smaller. This reduced sensi-
tivity of the seasonal model is attributable to the ab-
sence of the ice-albedo feedback mechanism in sum-
mer when there is no snow cover or sea ice in both
the seasonal model experiment and control, while
ice-albedo feedback apparently exists perpetually in
the annual model (Wetherald and Manabe 1981).
This comparison indicates that the influence of the
seasons on the CO,-induced annual mean tempera-
ture changes is not negligible.

The geographical distribution of the change in
the annual mean precipitation rates simulated by
the annual and seasonal models for the CO, qua-
drupling reveals several interesting similarities and
differences. In both simulations there are only in-
creases in the precipitation rate poleward of about
45° latitude, and there are both decreases and in-
creases equatorward of this latitude. Both the an-
nual and seasonal simulations display reduced pre-
cipitation rates in midlatitudes over the eastern
ocean and western continent, as well as over the
western part of the ocean in low latitudes. However,
the seasonal model simulates increased precipitation
rates everywhere over the continent in low latitudes,
as well as over the eastern ocean, while the annual
mode] does not. The results for the precipitation
rate also indicate that there is a non-negligible in-
fluence of the seasons on the CO,-induced annual
mean precipitation changes.
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The most significant differences between the two
simulations occur for the comparison of changes in
soil moisture. The changes in the annual mean soil
moisture simulated by the annual and seasonal mod-
els are shown in Figure 4.13. Comparison of these
results reveals several notable differences. First, the
seasonal model simulates a very large moistening
in high latitudes in contrast to the small drying
simulated by the annual model. Second, the in-
tense midlatitude drying belt in the annual model
simulation is broader and much stronger than that
in the seasonal model simulation. Finally, the ex-
tremes of drying and moistening simulated by the
seasonal model in the tropics, particularly over the
east coast, are weaker than those simulated by the
annual model. The smoothing and weakening of
the changes in soil moisture in low and middle lat-
itudes that are simulated by the seasonal model in
comparison with the annual model are also found
for the changes in surface air temperature and pre-
cipitation rate. A more thorough discussion and
analysis of the differences between the simulations
with the annual and seasonal models is presented
by Schlesinger (1984a).

4.3.3 The Dependence of Carbon Dioxide-
Induced Climate Change on the
Control Climate

The dependence of the CO,-induced global mean
climate change on the global mean control cli-
mate (1 x CO;) has been discussed by Schlesinger
(1984a) and by Spelman and Manabe (1984). Schle-
singer (1984a) related the CO.-induced changes in
the global mean surface air temperature and precip-
itation rate to the corresponding global means of the
control for the simulations of Manabe and Wether-
ald (1975), Manabe and Stouffer (1979, 1980), Man-
abe and Wetherald (1980), Gates et al. (1981),
Mitchell (1983), Wetherald and Manabe (1981),
Schlesinger (1982), Washington and Meehl (1983).
Tables 4.2 and 4.3 show that these simulations were
made with models having differences in their pre-
scribed insolation (annual mean vs. seasonally vary-
ing), ocean treatment (prescribed vs. predicted sea
surface temperature and sea ice extent), geography
(idealized sector vs. realistic distribution of conti-
nents and oceans), cloud treatment (fixed vs. com-

puted) and CO; increase (2 x CO, vs. 4 x COy). ‘
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Figure 4.13. Wetherald and Manabe (1981) simulations of changes in soil moisture (cm) for quadrupled CO2. {(A) Annual model; (B)
seasonal model. Stipple indicates decrease. Source: Schlesinger (1984a).

Nevertheless, the comparisons presented in Figures
4.14 and 4.15 provide a useful summary of the re-
sults of these models.

The precipitation rate, P, for each control sim-
ulation is shown plotted versus its corresponding
surface air temperature, T,, in the lower panel of
Figure 4.14. The observed values of precipitation
rate and surface air temperature are denoted in
the figure. The seasonal simulations of the annual
global mean temperature and precipitation with the
GFDL model of Manabe and Stouffer (1980) and
the OSU model of Gates et al. (1981) are closest
to the observed values. This close agreement oc-
curs even though the OSU model used prescribed
sea surface temperature and sea ice whereas the
GFDL model predicted the sea surface temperature
from a 68-m mixed-layer ocean model and the sea
ice from a thermodynamical model. The seasonal
and annual simulations of Wetherald and Manabe
(1981) employed the same ocean and sea ice mod-
els as did the simulations of Manabe and Stouffer,
but Wetherald and Manabe’s simulated T, and P

Model Projections of the Equilibrium Climatic Response to Increased Carbon Diozide

are warmer and smaller, respectively, than the ob-
served values. This increased discrepancy of the
results of Wetherald and Manabe (1981) compared
with that of Manabe and Stouffer (1980) is likely, in
part, the result of the former using a sector model
in contrast to the latter using a global model. When
the mixed-layer ocean and thermodynamic sea ice
models are replaced with a swamp ocean in the sec-
tor model, as in Manabe and Wetherald (1980), the
temperature error increases considerably whereas
the precipitation error decreases. A more accu-
rate portrayal with a swamp model, at least insofar
as global mean temperature, is given by the OSU
model (Schlesinger 1982). However, the NCAR sim-
ulations with a swamp model for both computed
and fixed clouds (Washington and Meehl 1983) have
relatively larger temperature and precipitation er-
rors.

The change in the surface air temperature is
shown plotted versus the corresponding surface air
temperature in the upper panel of Figure 4.14. This
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Figure 4.14. Top: change in global mean surface air temperature
AT, induced by doubled (s} and quadrupled (+) CO versus the
global mean surface air temperature T, of the control simulation
for eight GCMs. Bottom: global mean precipitation rate P of the
control simulation versus global mean surface air temperature of
the control simulation for eight GCMs. Observed value, + OBS.
Source: Schlesinger (1984a}.

panel indicates that, in the sense of intermodel com-
parison, the warmer the control, the larger the CO,-
induced warming. This relation could be due to the
nonlinear increase of atmospheric water vapor with
temperature and the water vapor greenhouse effect,
that is, the water vapor feedback mechanism de-
scribed in Appendix A.

The simulated precipitation rate changes for the
CO, doubling and quadrupling are shown plotted
versus their corresponding surface air temperature
changes in the top panel of Figure 4.15. This figure
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Figure 4.15. Top: the change in global mean surface air temper-
ature AT, induced by doubled (s) and quadrupled (+) CO; versus
the change in global mean precipitation rate AP for eight GCMs.
Bottom: global mean precipitation rate of control simulation ver-
sus change in global mean precipitation rate induced by doubled
(¢) and quadrupled (+) CO; for eight GCMs. Source: Schiesinger
(1984a).

indicates that, in the sense of intermodel compar-
ison, the larger the simulated warming, the larger
the increase in the simulated precipitation rate. Be-
cause the global mean evaporation rate must equal
the global mean precipitation rate for an equilib-
rium simulation, the above relation implies an iden-
tical relation between the surface evaporation in-
crease and the surface air temperature warming.
Both relations are likely the result of the increase of
the surface saturation mixing ratio with tempera-
ture caused by the Clausius-Clapeyron relation, de-
scribed in Appendix A.

Because AP increases with AT,, and AT, in-
creases with T, of the control, AP must increase
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with T,. Again, in the sense of intermodel compar-
ison, the warmer the control, the larger the CO,-
induced precipitation rate increase. For this rea-
son the precipitation rate increase simulated by the
seasonal model of Manabe and Stouffer (1980) is
smaller than that of the annual model of Manabe
and Wetherald (1980), and similarly for the sea-
sonal and annual models of Wetherald and Manabe
(1981).

Spelman and Manabe (1984) have investigated
the effect of ocean dynamics on the sensitivity of
climate to increased CO; by performing two exper-
iments with the GFDL spectral GCM with ideal-
ized geography and annually averaged insolation. In
the first experiment [SM1(A)] the ocean was repre-
sented by a 68-m deep mixed layer with no currents,
and in the second experiment [SM2(A)] the GFDL
finite difference ocean general circulation model was
used. Figure 4.16 shows that the zonally averaged
surface air temperature changes induced by quadru-
pling CO, were smaller in the simulation with ocean
currents, particularly in the middle and high lati-
tudes. This can be explained by the difference in
the climates of the two contro! simulations. In the
simulation with ocean currents [SM2(A)], the snow
and ice cover were less extensive than in the simula-
tion without ocean currents because of the poleward
transport of heat by the oceans. Consequently, the
snow- and ice-albedo feedback was smaller in the
simulation with ocean currents because the snow
and ice were confined to a smaller area and at higher
latitudes where the insolation is smaller.

The global mean CO,-induced warming of the
surface air temperature of these simulations is
shown plotted versus the corresponding global mean
surface air temperature of the control in Figure 4.17.
This figure shows that T, of the SM2(A) simula-
tion with ocean currents is close to the observed
value and AT, ~ 5.5°C for the quadrupled CO,.
The value of T, of the SM1(A) simulation with-
out ocean currents is almost 10°C colder than that
of SM2(A) and the observed T, because of the ab-
sence of oceanic heat transport. The corresponding
AT, ~ 13°C is larger than that with ocean currents,
again because the more extensive sea ice cover in
SM1(A) yields a larger ice-albedo feedback. Fig-
ure 4.17 also shows results from another 1 x CO;/4
x CO, simulation pair with this model. In SM3(A)
the solar constant was reduced and the emissivity of
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Figure 4.16. Latitudinal variation of the change of zonally av-
eraged surface air temperature caused by quadrupling the atmo-
spheric CO; content for both the model with ocean currents (solid
line) and the model without ocean currents {dashed line.) Source:
Spelman and Manabe (1984).

cirrus clouds increased in comparison with their val-
ues in the SM1(A) and SM2(A) simulations. These
changes result in a control climate whose (T, AT,)
point lies on a straight line connecting the corre-
sponding points of SM1(A) and SM2(A). Therefore,
in the sense of intramodel comparison, the warmer
the control, the smaller is the CO,-induced warm-
ing. This relationship also is revealed by the solar
constant sensitivity studies of Wetherald and Man-
abe (1975, 1980).

Figure 4.17 also shows the results from the stud-
ies by Manabe and Stouffer (1980) and Wetherald
and Manabe (1981). Taken by themselves, they do
not look unlike what is seen in the top panel of Fig-
ure 4.14. Consequently, temperature sensitivity to
increased CO, apparently can either increase or de-
crease with the temperature of the 1 x CO; control,
depending, respectively, on whether the water va-
por feedback or the ice-albedo feedback is dominant.
Because the CO;-induced temperature change is de-
pendent on the temperature of the control climate,
it is necessary to simulate the latter correctly. Un-
fortunately, however, this is not a sufficient condi-
tion for simulating the CO,-induced temperature
change correctly.
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The Characteristics of Spectral Climate Models Used for Recent Studies of CO2-Climate Sensitivity

Solar Computa-
Constant  Cirrus tional

Model Insolation (W m~2) Blackness Domain Geography Atmosphere Ocean Reference

SM1(A) annual 1356 80% 1/6 globe  idealized spectral GCM  mixed layer Spelman and Manabe (1984)
SM2(A) annual 1356 80% 1/6 globe  idealized spectral GCM  full ocean  Spelman and Manabe (1984)
SM3(A) annual 1349 100% 1/6 globe  idealized spectral GCM  mixed layer Spelman and Manabe (1984)
WM(A)  annual 1370 100% 1/6 globe  idealized spectral GCM  mixed layer Wetherald and Manabe (1981)
WM(S)  seasonal 1370 100% 1/6 globe  idealized spectral GCM  mixed layer Wetherald and Manabe (1981)
MS(S) seasonal 1356 100% global realistic  spectral GCM  mixed layer Manabe and Stouffer (1980)

Figure 4.17. Sensitivity of area mean surface air temperature to quadrupling the atmospheric CO2 content for various climate models
versus the area mean surface air temperature of the normal CO, case. Solid dots indicate models having limited computational domain
with idealized geography; the triangle indicates that the model treats a global domain with realistic geography. The observed value of

the area mean surface air temperature is indicated for reference. Source: Spelman and Manabe {1984).

4.3.4 Recent Simulations With the Annual
Insolation Cycle

Three simulations of the changes in the equilib-
rium climate induced by a doubling of the CO,
concentration have been performed using models in
which sea surface temperatures were predicted by
simple mixed-layer ocean models and the seasonal
insolation cycle was included. These simulations
were performed with the GISS GCM (Hansen et
al. 1984), the NCAR GCM (Washington and Meehl
1984; Meehl and Washington 1985a, 1985b; Bates
and Meehl 1985), and the GFDL GCM (Wether-
ald and Manabe, 1986; Manabe and Wetherald?®).
Since the CO;-induced climate change depends on
the control climate, as demonstrated in the preced-
ing sections for the earlier studies, a comparison of

3 8. Manabe and R. Wetherald, manuscript in preparation.
This work will hereafter be referred to as MW 86.
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the control climates of these most recent simulations
with the observed climate will be made in Section
4.3.4.1. The simulations of the changes in the equi-
librium climate induced by a doubling of the CO,
concentration will be compared in Section 4.3.4.2.

The GISS GCM used by Hansen et al. (1984)
has been described by Hansen et al. (1983), and the
NCAR GCM employed by Washington and Meehl
(1984) has been described by Pitcher et al. (1983)
and Ramanathan et al. (1983). The GFDL GCMs
used by MW86 and Wetherald and Manabe (1986)
are the same as that of Manabe and Stouffer (1980),
except that clouds are predicted based primarily on
the formulation of Wetherald and Manabe (1980).
The three GCMs that predict clouds are intercom-
pared in Table 4.4 in terms of 21 model and simu-
lation characteristics.

All three atmospheric GCMs integrate the prim-
itive equations in spherical coordinates for the entire
globe, and all three represent the vertical derivative

Projecting the Climatic Effects of Increasing Carbon Diozide




Table 4.4
Characteristics of the GCMs Used to Simulate Equilibrium
Climate Change Induced by Doubling the CO,; Concentration

General Circulation Modeling Study

Model Characteristic

GIss*

NCAR?

GFDL®

Horizontal domain; coordinates

Global; latitude-longitude

Global; latitude-longitude

Global; latitude-longitude

Vertical domain; coordinates

Surface to 10 mb; o¢

Surface to 0 mb; o4

Surface to 0 mb; 0%

Solution method

Finite difference in vertical,
time, and horizontal

Finite difference in vertical and
time; spectral transform in
horizontal.

Finite difference in vertical and
time; spectral transform in
horizontal.

Horizontal resolution

8° latitude by 10° longitude

Rhomboidal 15 truncation,
advection and physics compu-
ted on a ~4.5° latitude by
7.5° longitude grid.

Rhomboidal 15 truncation,
advection and physics com-
puted on a ~4.5° latitude
by 7.5° longitude grid.

Vertical resolution 9 layers 9 layers 9 layers

Land/ocean distribution Realistic Realistic Realistic

Topography Realistic Realistic Realistic

Ocean Mixed layer with seasonally Mixed layer is 50 m deep with  Mixed layer is 50 m deep with
varying depth is prescribed no vertical heat transport to no vertical heat transport to
from climatology but with a the thermocline and no hori- the thermocline and no hori-
maximum allowed depth of zontal heat transport. zontal heat transport.

65 m. No vertical heat flux to
the thermocline. Horizontal
heat transport is prescribed
seasonally based on the trans-
port implied in a simulation
with prescribed seasonally vary-
ing sea surface temperatures.

Sea ice Occurrence is predicted when Occurrence is predicted when Occurrence is predicted when
ocean cools to —1.6°C. Initial ocean cools to ~1.9°C. Ice ocean cools to —1.9°C. Ice
thickness is 1 m. Grows hori- thickness horizontally uniform  thickness horizontally uniform
zontally at 1 m thickness until within a gridbox and no leads.  within a gridbox and no leads.
gridbox is covered up to the One-layer sea ice model with One-layer sea ice model with
limit prescribed for leads, no heat flux from ocean to heat flux from ocean to ice.
0.1/Z;.., where Z,,, is ice ice. Ocean temperature be- Ocean temperature beneath ice
thickness in meters. Further neath ice is kept at —1.9°C. is kept at —1.9°C. Conduction
heat loss increases ice thick- Conduction heat flux within heat flux within ice balanced by
ness. Two-layer sea ice model ice is balanced by latent heat latent heat of freezing or melting
with conduction between ice of freezing or melting at ice at ice bottom. No ice advection.
and ocean. Ocean tempera- bottom. No ice advection.
ture beneath ice can change
but is not allowed to exceed
0°C until all the ice within
the gridbox is melted. No ice
advection.

Snow Precipitation falls as snow Precipitation falls as snow Precipitation falls as snow when

when lowest GCM layer tem-
perature <0°C. Snow mass
determined prognostically
from mass budget.

when lowest GCM layer tem-
temperature <0°C. Snow mass
determined prognostically from
mass budget.

air temperature at 300 m
<0°C. Snow mass determined
prognostically from mass
budget.

¢ Hansen et al. (1984).

b Washington and Meehl (1984).
¢ Wetherald and Manabe (1986).
¢ o = (p— pr)/(ps — pr) Where p is pressure, pr the pressure at the top of the model, and p, the surface pressure.
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Table 4.4
(continued)

General Circulation Modeling Study

Model Characteristic

GISS

NCAR

GFDL

Soil

moisture

Determined prognostically
from two-layer model with
upper/lower layer field
capacities in cm prescribed
as 1/1 desert, 3/20 tundra,
3/20 grass, 3/30 shrub, 3/30
woodland, 3/45 deciduous
forest, 3/45 evergreen forest,
20/45 rainforest.

Determined prognostically
from one-layer model with
15 c¢m field capacity.

Determined prognostically from
one-layer model with 15 cm
field capacity.

Surface temperature

Determined prognostically
from two-layer model with
depths of about 10 cm and
4 m.

Determined diagnostically such
such that the net surface
heat flux is zero.

Determined diagnostically such
that the net surface heat
flux is zero.

Surface albedo/emissivity

Prescribed to vary with sea-
son (winter, spring, summer,
autumn) for 8 prescribed
vegetation types (desert,
tundra, grass, shrub, wood-
land, deciduous forest, ever-
green forest, rainforest)
separately for visible (wave-
length <0.7 ym) and
near-IR (>0.7 um) solar
radiation. Sea ice albedo in
visible/ near-IR is 0.55/0.3.
Snow albedo is a function of
underlying vegetation type,
snow depth, masking depth
of vegetation type, and
snow age. Land-ice albedo
is the same as for aged snow.
Ocean albedo is a specified
function of surface wind
speed and solar zenith angle.
Ocean emissivity is a func-
tion of wave-length

and wind speed. Land emissivity

is a function of wave-length
for desert, snow and ice, and
unity for other surfaces.

Prescribed albedo of 0.25 for
desert and 0.13 for other snow-
free land. Sea ice albedo is 0.7.
Snow albedo is 0.8 independent
of depth. Ocean albedo is
0.05/(cos¢ + 0.15) where ¢ is
the solar zenith angle. In the
8-12 pm region the emissivity
is 0.75 for deserts, 0.95 for
other land surfaces and unity
for ocean. Emissivity is unity
for other spectral IR regions.

Prescribed for 6 prescribed
vegetation types (woodland,
grass, and cultivation; forest
steppe and grassland; steppe
desert; desert tundra, mountain
and arctic flora) and land

ice. Sea ice albedo is a function
of latitude, underlying ocean
albedo, ice thickness and surface
melting. Snow albedo is a
function of underlying vege-
tation type, snow depth, and

a masking depth. Ocean

albedo is a prescribed function
of latitude. Surface emissivity
is unity everywhere

Terrestrial (longwave)

radiation

H;O [6.25 pm vibration-rota-
tion band, 10 and 20 um con-
tinuum bands, >10 um rota-
tion band|; CO; {15 um vibra-
tion rotation band], O3 [9.6 um
vibration-rotation band], N2O
[4.5, 7.78, 17.0 um vibration-
rotation bands], CHy [7.66 um
vibration-rotation band].

H20 [4-8 um vibration-rota-
tion band, 8~12 um con-
tinuum, and >12 um rota-
tion band; no e-type absorp-
tion], CO2 [fundamental,

1st and 2nd hot bands for
four isotopes in 12-18 um
region], O3 [9.6 um
vibration-rotation band].

H2O [6.3 um vibration-rotation
band, 8-13 um continvum band,
>10 pm rotation band, with
e-type absorption], CO2 [15 um
vibration-rotation band], Oz

[9.6 um vibration-rotation band].
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Table 4.4
(continued)

General Circulation Modeling Study

Model Characteristic

GISS

NCAR

GFDL

Solar (shortwave) radiation

Scattering by molecules and
aerosols. Absorption by H20,
CO2, O3, and NO,.

Scattering by molecules.
Absorption by H,0, CO,,
O3, and O,.

No scattering by molecules.
Absorption by H20, COg,
and Os.

Insolation

Sp = 1367 W m~2 with
seasonal and diurnal cycles.

So = 1370 W m~2 with sea-
sonal cycle.

Sp = 1467 W m—2 with seasonal
cycle.

Large-scale condensation

Occurrence is predicted when
relative humidity >100%.
Large-scale precipitation is
taken equal to condensation
Saturation vapor pressure is
determined with respect

to ice for “unseeded” clouds
colder than —40°C and for
“seeded” clouds {ice falling
into a layer from above)
colder than 0°C.

Occurrence is predicted when
relative humidity >100%.
Large-scale precipitation is
taken equal to condensation

Cumulus convection

Occurrence is predicted when
he¢>hy, k=¢-1,...,1and
£=9...,2 where h is the
moist static energy, h* is

the saturated moist static
energy, and £ is the vertical
layer index with 1 repre-
senting the top layer. The
fraction of layer £ which

can rise to layer k is taken

as 50%. The air from layer

£ rises without entrainment
and conserves its moist

static energyuntil it encounters
a layer with respect to

which it is stable. Precipita-
tion occurs during ascent if
saturation occurs. After
determination of the mass
penetrating to all higher

levels, mixing with the environ-

ment is performed starting at
the highest layer and working
downward; precipitation
reevaporates to the extent
that lower layers are
unsaturated. The procedure is
repeated with the second layer
as the source of rising air,
mixing with the environment,
repetition with the third layer
as source, etc. Vertical trans-
port of horizontal momentum
is included.

Occurrence is predicted when
relative humidity >100%.
Large-scale precipitation is
taken equal to condensation

Occurrence is predicted when
the equivalent potential
temperature §, decreases with
increasing altitude and the
relative humidity RH > RH¢
= 80%. Parameterized as
moist convective adjust-

ment wherein . becomes
uniform and RH = RH- verti-
cally within the convection
region. Vertical trans-

port of horizontal momen-
tum and penetrative convec-
tion are not included.

Occurrence is predicted when
the equivalent potential tem-
perature §, decreases with in-
creasing altitude and the
relative humidity RH > RH-
= 100%. Parameterized as
moist convective adjustment
wherein §, becomes

uniform and RH = RH¢ verti-
cally within the convection
region. Vertical trans-

port of horizontal momem-
tum and penetrative convec-
tion are not included.
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Table 4.4
{continued)

General Circulation Modeling Study

Model Characteristic

GISS

NCAR

GFDL

Clouds

Clouds are allowed to form in
each layer below 100 mb due
to large-scale condensation
and cumulus convection. A
large-scale cloud can occur
when RH > 100%; cloud cover
C=0iffg< Nyand C =11if
fe > N,, where f, is the
saturated fraction of a
gridbox obtained under the
assumptions that the absolute
humidity is uniform through-
out the gridbox and the
temperature has a prescribed
Gaussian subgrid-scale form,
and N, is a generated ran-
dom number between 0 and
1. A convective cloud can
occur when there is

cumulus convection; cloud
coverC = 0 if yM < N, and
C =1if yM > N,, where

M is the mass of saturated
air rising through the base

of a layer and v = 2.5

m? s kg~ 1. Optical depth
for large-scale clouds
r=1/3for T < 258 K and

7 = 0.0133(p — 100) for

T > 258 K, where T is the
layer temperture and p is the
level pressure in mb. For
convectiveclouds 7 = 0.08Ap
where Ap is the cloud
pressure thickness in mb.
Cloud absorptivity and emis-
sivity are derived from phase
function and single-scattering
albedo based on Mie computa-
tions with radii of 10 um

and 25 um for water and ice
clouds, respectively.

Clouds are allowed to form in
each layer above the lowest
layer and below 250 mb for

| ¢ |< 45° and below

400 mb for | ¢ |> 45°
latitude due to large-scale
condensation and cumulus con-
vection. A large-scale cloud
occurs when RH > 80% with
a cloud cover C = 0.95.
Convective cloud occure when
d6./8z < 0 and RH > 80%
with C = 0.30/N in each

of the N layers undergoing
moist convective adjustment.
Clouds in different

layers are assumed to be
randomly overlapped.

Cloud albedo o =

Bu/(B + cos¢) where

¢ is the zenith angle,

u = min(1,1/LWC/10) with
LWC (g cm™?) the column
condensate during one hour
of model time, 8 = 0.6, 0.3,
0.15 for low (0.811< o <
0.991), middle

(0.5 < 0 < 0.811)

and high {0 < 0.5 and

p > 250 mb for | ¢ |

< 45° and p > 400 mb

for | ¢ |> 45° latitude),
respectively. For clouds occur-
ring simultaneously in two or
more layers, the albedo is
taken equal to the maximum
over all the layers. Cloud
absorption only by water vapor
and ozone. Emissivity e = 1
for high cloud and € = u for
middle and low clouds.

Clouds are allowed to form in
each layer. Large-scale cloud
occurs when RH > 99% with
a cloud cover C = 1.0. Con-
vective cloud occurs when
86./3z < 0 and RH > 100%
with C = 1.0. For thin
clouds (existing in one

layer only}, the albedo

and absorptivity for

A < 0.7 pm (X > 0.7 um)

are 0.21 (0.19) and 0.0 (0.04)
for high cloud (>10.5 km),
and 0.45 (0.35) and 0.0

(0.2) for middle cloud

(~4.0 to 10.5 km), 0.65
(0.55) and 0.0 (0.30) for

low cloud (0.0 to 4.0 km).
For thick cloud (existing

in two or more contiguous
layers), the albedo and
absorptivity are 0.57 (0.47)
and 0.0(0.3). The emissivity
is 0.6 for high cloud

and unity for middle

and low cloud.

Length of integration

45 unaccelerated solar cycles
for 1 x CO2, 35 unaccelerated
solar cycles for 2 x CO3.

For the 1 x CO; simula-
tion, 12 solar cycles with
calendar accelerated by 9
(40.6 days/solar cycle), then 4
solar cycles with accelera-
tion of 3 {121.7 days per solar
cycle), finally 11 unaccelerated
solar cycles. For the 2 x CO3
simulation, only the 4 acceler-
ated {3x} and 11 unacclerated
solar cycles.

49 unaccelerated solar cycles.

Averaging length for 1 x CO,

and 2 x CO3 results.

Last 10 years of simulations.

Last 3 years of simulations.

Last 10 years of simulations.

112

Detecting the Climatic Effects of Increasing Carbon Diozide




in these and other equations by finite differences
with nine vertical layers between the surface and,
essentially, the top of the atmosphere. The GISS
model also represents the horizontal derivatives by
finite differences with an 8° latitude by 10° longi-
tude resolution. However, the NCAR and GFDL
models employ the spectral method to evaluate the
horizontal derivatives, but the advection terms are
evaluated by the transform method on a 4.5° lat-
itude by 7.5° longitude grid. In all three models
the so-called physics terms such as diabatic heat-
ing also are computed on the grids of the models.
The global distribution of land and ocean is real-
istic within the horizontal resolutions of the mod-
els, as is the Earth’s topography, albeit the latter is
smoothed.

Each of the atmospheric GCMs is coupled to a
mixed-layer ocean. In the NCAR and GFDL mod-
els the depth of the mixed layer is constant, and
there is no horizontal heat transport. In the GISS
model the depth of the mixed layer is prescribed
to vary seasonally based on observations, and the
horizontal oceanic heat transport is prescribed geo-
graphically and seasonally. The oceanic heat trans-
port used is that implied from a GCM simulation
with sea surface temperatures prescribed according
to observations. This prescribed horizontal oceanic
heat transport strongly constrains the model with
predicted sea surface temperatures to reproduce the
observed values for the control (1 x CO;) simula-
tion.

The calculations of large-scale condensation and
snow are essentially the same in all three models.
The calculations of sea ice, soil moisture, and sur-
face temperature are essentially the same in the
NCAR and GFDL model and different in the GISS
model. Fractional sea ice cover can occur within a
gridbox in the GISS model, but not in the NCAR
and GFDL models; the GISS model has two lay-
ers within the ice, whereas the NCAR and GFDL
models have a single layer. This also is true for the
number of soil layers used for the soil moisture and
surface temperature calculations; for the former, the
NCAR and GFDL models have a prescribed field
capacity of 15 cm everywhere, whereas the GISS
model uses a geographical distribution with values
that range from 2 to 65 cm for both layers together.

The parameterization of cumulus convection is
similar in the NCAR and GFDL models and differ-
ent in the GISS model. The NCAR and GFDL mod-
els employ moist convective adjustment, the former
with a critical relative humidity for the existence
of convection of 80%, and the latter with a value
of 100%. The GISS model uses a parameteriza-
tion of cumulus convection with similarities to that
of Arakawa et al. (1969), which includes shallow,
middle-level, and deep convection.

The treatment of terrestrial and solar radiation
is similar in the three models in that they include
the principal absorbers and emitters, H;O, CO,,
and ozone (O3). The NCAR and GISS models
also include absorption of solar radiation by oxy-
gen (O2), and the GISS model also includes solar
absorption by nitrogen dioxide (NO,), and the ef-
fects of nitrous oxide (N;O) and methane (CH,)
are included in the longwave radiation calculation.
The solar calculation essentially follows the method
of Lacis and Hansen (1974) in all three GCMs, al-
though different band models are used in the long-
wave in each GCM. The prescriptions of the surface
albedo and surface emissivity also are different in
each model. Even the value of the solar constant
differs among the models. The GISS and NCAR
models use 1367 and 1370 W m™2, respectively,
which are within the current observational uncer-
tainty, whereas the GFDL model uses 1467 W m™2.
Only the GISS model includes the diurnal cycle as
well as the seasonal cycle.

All three models form clouds by both large-scale
condensation and convection. Large-scale clouds oc-
cur when the relative humidity exceeds 80, 99, and
100% in the NCAR, GFDL, and GISS models, re-
spectively; although the GISS model assigns cloud
cover in a gridbox only a certain percentage of the
time (based on an extrapolated subgrid-scale tem-
perature variance, calculation of the fraction of the
gridbox that is saturated, and comparison to a ran-
dom number generated in the interval 0 to 1) to
mimic the effect of partial cloud cover. Large-scale
cloud cover is 100, 95, and 100% in the GFDL,
NCAR, and GISS models, respectively. Convec-
tive clouds occur when there is moist convection in
all three models, although the GISS model actually
generates a convective cloud only if another con-
tingency test based on a random number generator
is satisfied. Convective cloud cover is 100% in the
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GFDL and GISS models, and 0.30/N per layer in
the NCAR model, where N is the number of layers
undergoing convection. The optical properties of
clouds depend on whether they are low, middle, or
high clouds in the GFDL and NCAR models, as well
as on the solar zenith angle in the NCAR model. In
the GISS model the optical depth of clouds depends
on their temperature, pressure, and pressure thick-
ness.

From this description of the characteristics of
the three models, it appears that the NCAR and
GFDL models are quite similar, both in the fun-
damental numerical approaches and in the physical
parameterizations. The GISS model differs from the
NCAR and GFDL in both of these characteristics.
Regarding the physics, the principal differences are
found in the treatments of cumulus convection, sea
ice, soil moisture, and surface temperature. The
treatment of clouds is different in each of the mod-
els, again particularly in the GISS model.

Finally, Table 4.4 shows the length of the inte-
gration and the averaging period of the results for
each of the model simulations. The NCAR simula-
tion uses an acceleration method to attain equilib-
rium with a minimum of computer time, whereas
the GISS and GFDL simulations are straightfor-
ward integrations of the model. The GISS and
GFDL results are averages over the last 10 years
of 35- and 49-year integrations, respectively, and
the NCAR results are averages over the last 3 years
obtained from 11 unaccelerated and 16 accelerated
years (solar cycles).

4.3.4.1 Comparison of the Simulated and

Observed 1 x CO, Climates

The 1 x COQ, climates simulated by the GISS,
NCAR, and GFDL models with predicted clouds
are compared with the observed climate in Table
4.5 in terms of the annual global mean surface
alr temperature and precipitation rate. This ta-
ble shows that both the NCAR and GFDL mod-
els slightly overestimate the temperature, whereas
the GISS model matches the estimated value of
14.2°C. The largest temperature difference is dis-
played by the GFDL model, a result that perhaps is
not surprising considering that the prescribed solar
constant for this model exceeds the observed value
by about 100 W m~2 (Table 4.4). Table 4.5 also
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shows that all three models overestimate the ob-
served precipitation rate; however, the differences
are probably within the uncertainty of the observed
value. Comparing the results of Table 4.5 and Fig-
ure 4.14 shows that the temperatures simulated by
these three most recent studies are more accurate
than those simulated in the earlier studies, although
the precipitation differences are generally larger. In
the following sections, we present and discuss the
latitude-altitude temperature cross sections and the
geographical distributions of the surface air temper-
ature and precipitation rate for the GISS, NCAR,
and GFDL models.

Table 4.5
Annual Global Mean Surface Air Temperature
and Precipitation Rates for Three GCM Simulations
and Difference From the Corresponding Observed Values

Temperature Precipitation
Study (°C) (mm d—1)
GCM Diff.2 GCM Diff.t
Hansen et al. 14.2 0.0 3.2 0.6
(1984)
Washington and 14.4 0.2 3.3 0.7
Meehl (1984)
Wetherald and 14.8 0.6 2.9 0.3

Manabe {1986)

% Difference between model with 1 x CO; and observed value of
14.2°C, which is based on data of Crutcher and Meserve (1970)
and Taljaard et al. (1969) as given by Jenne (1975).

b Difference between model with 1 x CO2 and observed value of
2.6 mm d~}, which is based on Jaeger (1976).

GISS Model (Hansen et al. 1984). The latitude-
altitude cross sections of the zonal mean air tem-
perature simulated by the GISS model for DJF
and JJA are presented in Figures 4.18 and 4.19,
respectively, together with the corresponding ob-
served and simulated-minus-observed fields. These
figures show that the model correctly simulates the
decrease of temperature with increasing altitude
in the troposphere, the low-level inversion in the
Arctic winter, the cold tropical tropopause, and
the nearly isothermal structure of the stratosphere.
The largest errors occur in the stratosphere where
the temperature is 5-10°C colder than is observed
over the Arctic during both seasons, and 10-15°C
warmer and colder than is observed over the Antarc-
tic in winter and summer, respectively. Tempera-
tures about 5°C warmer than those observed are

Projecting the Climatic Effects of Increasing Carbon Diozide
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temperature (°C) for DJF: (top) simulated with the GISS GCM
by Hansen et al. (1984); (middle) observed based on Oort (1983);
(bottom} simulated minus observed with negative values shaded.

simulated in the upper tropical troposphere during
both seasons and at the surface near 50°N in winter.

The geographical distributions of the surface
air temperature simulated by the GISS model for
DJF and JJA are shown in Figures 4.20 and 4.21,
respectively, together with the corresponding ob-
served and simulated-minus-observed temperature
distributions. These figures show that during both
seasons the mode] simulates the observed general
decrease of surface air temperature with latitude
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from the tropics toward both poles* and the land-
ocean temperature contrasts. The errors in the
simulated air temperature over the open ocean are
less than 5°C virtually everywhere. Undoubtedly
these small errors are partly the result of the geo-
graphical and seasonal prescription of the horizontal
oceanic heat transport as described in the preced-
ing section and in Table 4.4. The largest maritime
surface air temperature errors are found over the
Arctic and Antarctic sea ice, where the simulated

% 1t is of interest to note that if the Earth did not have an ocean,
the maximum DIJF and JJA temperatures would be located
in the high latitudes of the summer hemisphere, not in the
tropics (Schlesinger and Gates 1981).
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temperatures are up to 5-10°C colder than the ob-
served temperatures. However, the simulated tem-
peratures are warmer than the observed tempera-
tures near 100°W on the periphery of Antarctica.
This may be related to the fact that the simulated
sea ice extent is about 15% less than that shown
by the climatologies of Walsh and Johnson (1979)
and Alexander and Mobley (1976). Over land the
simulated surface air temperatures generally agree
with the observed values to within +5°C. These rel-
atively small errors probably are the result of the
use of the two soil layers and geographically pre-
scribed field capacities for storing soil moisture as
described in the preceding section and Table 4.4.
Exceptions are found over Greenland during both
seasons, over northeastern Asia and North Amer-
ica during winter, over the North American plains
in summer and over Antarctica, particularly during
summer. This simulation of warmer-than-observed
surface air temperatures over Antarctica is an error
common to most GCMs (Schlesinger 1984b).

The geographical distributions of the precipita-
tion rate simulated by the GISS model for DJF and
JJA are shown in Figures 4.22 and 4.23, respec-
tively, together with the corresponding observed
and simulated-minus-observed precipitation distri-
butions. These figures show that during both sea-
sons the maximum precipitation is simulated in the
equatorial region from the Indian Ocean to the cen-
tral Pacific Ocean as observed, and precipitation
maxima are simulated south of the Equator in DJF
and north of the equator in JJA over Africa and
South America as observed. A precipitation maxi-
mum is simulated in DJF, and a minimum in JJA,
near the Gulf of Alaska as observed. Precipita-
tion minima are simulated in the Southern Hemi-
sphere subtropics off the west coasts of Africa, Aus-
tralia, and South America during both seasons as
observed, and precipitation minima are simulated
over the Arctic and Antarctic during both seasons
as observed. There are also errors in the simulated
precipitation rate. For example, the model simu-
lates an Asian monsoon in DJF as well as in JJA,
the simulated precipitation over the tropical central
Pacific Ocean and the tropical Atlantic Ocean is
larger than the observed values in both seasons, and
the model underestimates the precipitation rate ob-
served between 60°E and the dateline off the coast of
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Figure 4.20. Geographical distribution of the surface air tem-
perature (°C) for DJF: (top) simulated with the GISS GCM by
Hansen et al. {1984); (middle) observed based on Crutcher and
Meserve (1970) and Taljaard et al. (1969) as available from the
National Center for Atmospheric Research archive (Jenne 1975);
(bottom) simulated minus observed with negative values shaded.

Antarctica in DJF. This latter discrepancy is com-
mon to all GCMs (Schlesinger 1984b) and may ac-
tually represent an error in the precipitation obser-
vations. On balance, considering the uncertainty of
the precipitation observations over the oceans, the
simulated precipitation rates can be considered in
reasonable agreement with the observations, partic-
ularly given the coarse horizontal resolution of the

GISS model (Table 4.4).

NCAR Model (Washington and Meehl 1984).
The latitude-altitude cross sections of the zonal
mean air temperature simulated by the NCAR
model for DJF and JJA are presented in Figures
4.24 and 4.25, respectively, along with the corre-
sponding observed and simulated-minus-observed
fields that were determined graphically by hand.

Projecting the Climatic Effects of Increasing Carbon Dioride
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Figure 4.21. As in Figure 4.20, except for JJA.

The observed temperature data set chosen by Wash-
ington and Meehl and shown in these figures is not
the same as that shown in Figures 4.18 and 4.19.
Figures 4.24 and 4.25 show that the model correctly
reproduces the decrease of temperature with in-
creasing altitude in the troposphere, with a low-level
inversion in the Arctic winter and the cold tropical
tropopause, the nearly isothermal structure of the
stratosphere in the winter polar region, and the in-
crease of temperature with latitude from the winter
to summer poles in the middle stratosphere. The
simulated temperatures in both seasons are colder
than the observed temperatures everywhere except
in the middle stratosphere, the tropical tropopause,
and near the surface in the tropics, with errors in
excess of —10°C located in the lower stratosphere
over the poles.

The geographical distributions of the surface
air temperature simulated by the NCAR model for

‘ DJF and JJA are shown in Figures 4.26 and 4.27,
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Figure 4.22. Geographical distribution of the precipitation rate
(mm d~!) for DJF: (top) simulated with the GISS GCM by Hansen
et al. (1984); (middle) observed based on Jaeger (1976); (bottom)
simulated minus observed with negative values shaded.

respectively, together with the corresponding ob-
served temperatures. These figures show that dur-
ing both seasons the model simulates the general
decrease of surface air temperature with latitude
from the tropics toward the poles and the temper-
ature contrasts between the land and ocean. How-
ever, the model generally overestimates the temper-
atures over the eastern tropical oceans, over land
in the tropics where errors ranging from 5 to 15°C
are found, over the continental interiors in summer
and North America in winter, and over Antarc-
tica in winter by as much as 20°C. As previously
noted, the simulation of excessively warm surface
alr temperatures over Antarctica is common to most
GCMs (Schlesinger 1984b). On the other hand,
the NCAR model underestimates the maritime sur-
face air temperatures in the high latitudes, particu-
larly in the winter hemisphere. In association with
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Figure 4.23. As in Figure 4.22, except for JJA.

these colder-than-observed high latitude tempera-
tures, the model overestimates the observed equa-
torward extent of sea ice. These errors may be the
result of the absence of horizontal heat transport in
the mixed-layer ocean model.

The geographical distributions of the precipita-
tion rate simulated by the NCAR model for DJF
and JJA are shown in Figures 4.28 and 4.29, respec-
tively, together with the corresponding observed
distributions. These figures show that the model
simulates many of the characteristics of the ob-
served precipitation patterns. In particular, the
model simulates the tropical maritime precipita-
tion maximum that extends from the Indian Ocean
across the Pacific Ocean, the precipitation maxima
over South America in DJF and over Africa during
both seasons, the Indian and Southeast Asian mon-
soons, the subtropical dry regions over the eastern
oceans in both hemispheres, and the precipitation
minima in the Arctic and Antarctic. However, the
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Figure 4.24. Latitude-altitude cross section of the zonal mean
air temperature {°C) for DJF: (top) simulated with the NCAR
GCM by Washington and Meehl (1984); (middle) observed based
on Newell et al. {1972); (bottom) simulated minus observed, ob-
tained by graphical subtraction of the top and middle panels; neg-
ative values are shaded.

model fails to simulate the precipitation maxima
off the west coast of Chile in DJF and over Central
America in JJA as well as the maxima located near
the Antarctic coast in DJF. Furthermore, the pre-
cipitation simulated near 40°S exceeds the observed
precipitation during both seasons, as does the sim-
ulated precipitation east of the Asian mainland.
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Figure 4.25. As in Figure 4.24, except for JJA.

GFDL Model (Wetherald and Manabe 1986).
The latitude-altitude cross sections of the zonal
mean air temperature simulated by the GFDL
model for DJF and JJA are presented in Figures
4.30 and 4.31, respectively, along with the corre-
sponding observed fields. The observations are the
same as those shown for comparison with the GISS
model simulations (Figures 4.18 and 4.19) and are
therefore different from those presented with the
NCAR model simulations (Figures 4.24 and 4.25).
Figures 4.30 and 4.31 show that the GFDL model
simulates the observed temperature structure of the

troposphere and stratosphere in both seasons rea-
sonably well, including the surface inversion in the
high latitudes of the winter hemisphere, the cold
tropical tropopause, and the stratospheric temper-
ature minimum in the polar night region. However,
a comparison of the simulated and observed temper-
atures also shows several quantitative errors. The
model simulates temperatures at the surface that
are warmer than observed by 5°C over Antarctica
and 10°C over the circum-Antarctic ocean during
both seasons, and by 5°C in the tropics during
DJF. Furthermore, the temperatures simulated in
the north polar region are 5°C too cold in winter
and 5°C too warm in summer. The model also simu-
lates the minimum tropical tropopause temperature
to be warmer than observed by 5°Cin JJA and 10°C
in DJF, the polar-night minimum temperatures to
be colder than observed by 5°C in JJA and 20°C in
DJF, and the summer polar stratospheric temper-
atures to be 10°C too warm in JJA and 10°C too
cold in DJF.

The geographical distributions of the surface
air temperature simulated by the GFDL model for
DJF and JJA are shown in Figures 4.32 and 4.33,
respectively, together with the observed tempera-
tures. These figures show that the GFDL model
is successful in reproducing most of the features
of the observed temperature distributions for both
seasons. The most notable model errors are found
over Greenland and Antarctica, where the simulated
temperatures are 10°C to 20°C warmer than ob-
served during both DJF and JJA, and over the low-
latitude continental regions, where the simulated
temperatures are 5°C warmer than observed dur-
ing both seasons.

The geographical distributions of the precipita-
tion rate simulated by the GFDL model for DJF
and JJA are shown in Figures 4.34 and 4.35, re-
spectively, together with the corresponding obser-
Figure 4.34 shows that the model simu-
lates the subtropical dry regions off the west coasts
of Africa, Australia and South America reasonably
well, but overestimates the precipitation over north-
ern Africa, the Himalayas and most of Asia, the
North Pacific and North Atlantic oceans, and the
polar regions of both hemispheres. The model is
successful in reproducing the precipitation maxima
that extend from Africa to the central Pacific Ocean
and the maximum precipitation over South America

vations.
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Geographical distribution of the surface air temperature (°C): (top) simulated for DJF with the NCAR GCM by

Washington and Meehl (1984); (bottom) observed for January from Schutz and Gates (1971) based on Crutcher and Meserve (1970) and
Taljaard et al. (1969). Simulated sea ice limits show the edge of sea ice 0.2 m thick. Observed sea ice limits from Alexander and Mobley

(1976).

and the Gulf of Alaska, but fails to simulate the pre-
cipitation maxima west of Chile and near Antarctica
between 70°E and 150°W longitude. However, as
previously noted, the latter observed precipitation
maximum is not found in other observed data sets
and so may be spurious. Figure 4.35 shows that the
model simulates the observed precipitation for JJA
with greater accuracy than that for DJF, with dry
regions over the subtropical eastern ocean basins,
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North Africa eastward to central Asia, and the Gulf
of Alaska, and rainy regions in the intertropical con-
vergence zones, the Asian monsoon, and off the west
coast of Chile. The most prominant errors are the
overestimates of precipitation in the subtropics of
the Southern Hemisphere, the Asian monsoon, and
the polar regions of both hemispheres.

Projecting the Climatic Effects of Increasing Carbon Diozide
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Figure 4.37. As in Figure 4.26, except: (top) simulated for JJA; (bottom) observed for July from Schutz and Gates (1972).

4.3.4.2 Comparison Of Recent Simulations
Of 2 x CO, -1 x CO,q
Climate Changes

The 2 x CO; — 1 x CO, climate changes simulated
by the GISS model (Hansen et al. 1984), the NCAR
model (Washington and Meehl 1984) and the GFDL
model (Wetherald and Manabe, 1986) are shown
in Table 4.3 for the annual global mean surface
air temperature and precipitation rate. This table
shows that these models simulate a CO,-induced
warming of the surface air temperature of 3.5 to

4.2°C and an increase in the precipitation rate of
7.1 to 11.0%.

It is of interest to contrast these results with
those obtained from the earlier studies shown in
Tables 4.2 and 4.3. An earlier version of the GISS
model with computed clouds and annual mean in-
solation (Hansen 1979) obtained a 3.9°C warming
and a 6.0% increase in precipitation rate, whereas
the current GISS model with computed clouds and
the annual insolation cycle obtained 4.2°C and 11%.
The contemporary NCAR model with computed
clouds and annual mean insolation (Washington and
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Geographical distribution of the precipitation rate (mm d~') for DJF: (top) simulated with the NCAR GCM by

Washington and Meehl (1984); (bottom} observed based on Jaeger (1976).

Meehl 1983) obtained a 1.3°C warming and a 3.3%
increase in precipitation rate, whereas the NCAR
model with computed clouds and the annual inso-
lation cycle obtained a 3.5°C warming and 7.1% in-
crease in precipitation rate. Thus, both the GISS
and NCAR models with the annual insolation cycle
produce a larger 2 x CO,-induced climate change
than these models with annual mean insolation.
These results are in contrast to what was found by
Wetherald and Manabe (1981) from a model with
idealized geography and fixed clouds, namely that
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the 4 x CO,-induced climatic change with the an-
nual insolation cycle was less than that with annual
mean insolation (see Tables 4.2 and 4.3).
Regarding the GISS model, the result may be
caused by the differences between the versions of
the model used by Hansen (1979) and Hansen
et al. (1984). Furthermore, the GISS models
were global with realistic geography and predicted
clouds, whereas the GFDL model used by Wether-
ald and Manabe (1981) was a sector of the Earth
with idealized geography and fixed clouds. These
differences may also contribute to the difference

Projecting the Climatic Effects of Increasing Carbon Diozide
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Figure 4.29. As in Figure 4.28, except for JJA.

with the NCAR model. However, a more likely ex-
planation lies in the ice-albedo feedback mechanism
and the fact that both GFDL simulations were per-
formed with a mixed-layer ocean model, whereas a
mixed-layer ocean model was used in the seasonal
NCAR simulation and a swamp ocean model in the
annual NCAR simulation. The 1 x CO, annual sim-
ulation with the GFDL model is colder than the 1
x CO; seasonal simulation (Figure 4.17) and likely
has a larger sea ice extent; this would produce a
larger CO,-induced ice-albedo feedback and larger
warming. The 1 x CO, annual simulation with the

Model Projections of the Equilibrium Climatic Response to Increased Carbon Diozide

NCAR model is also colder than the 1 x CO, sea-
sonal NCAR simulation (see Figure 4.14 and Table
4.5); therefore, it would also be expected to have
a larger warming. The fact that it has a smaller
warming may indicate that there is less sea ice in
the 1 x CO, seasonal simulation with the mixed-
layer ocean model. Perhaps less sea ice occurs in
the swamp model because it is diagnostically deter-
mined and can thus change to open ocean (and vice
versa) in a single time step, whereas the sea ice in
the mixed-layer model is prognostically determined
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Figure 4.30. Latitude-altitude cross section of the zonal mean air temperature (°C) for DJF: (top) simulated with the GFDL GCM
by Wetherald and Manabe {1986); (bottom) observed based on Oort (1983).

and, therefore, changes more slowly. Clearly, fur-
ther analyses of the simulations are required to clar-
ify the contradiction between the studies of Hansen
(1979), Wetherald and Manabe {1981), Washington
and Meehl (1983, 1984), and Hansen et al. (1984).

Comparing the results of the Wetherald and
Manabe (1986) study with those of Manabe and
Stouffer (1980) is also useful. Table 4.3 shows
that the 4.0°C warming obtained by Wetherald and
Manabe (1986) for a CO, doubling is virtually the
same as the 4.1°C warming obtained by Manabe
and Stouffer for a CO, quadrupling, with the per-
centage change in precipitation rate being larger for
the CO, doubling than for the quadrupling. As de-
scribed in Section 4.3.4 and shown in Table 4.4, the
only difference between the models used by Man-
abe and Stouffer (1980) and Wetherald and Man-
abe (1986) is that clouds are prescribed in the for-
mer and predicted in the latter. Thus, these results
indicate that clouds are of extreme importance in
CO,-induced climate change. But this contradicts
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the findings of Manabe and Wetherald (1975, 1980)
and Washington and Meehl (1983) shown in Ta-
ble 4.2, which indicate virtually no difference be-
tween the COj-induced temperature changes with
prescribed and predicted clouds. The explanation
for this contradiction remains to be determined.

In the following discussion we present the geo-
graphical and temporal distributions of the 2 x
CO,; — 1 x CO, climate changes simulated by the
GISS, NCAR, and GFDL models.

Temperature. In this subsection we present
latitude-altitude cross sections, geographical distri-
butions, and latitude-time cross sections of the equi-
librium temperature changes induced by doubled
CO; as simulated by the GFDL, GISS, and NCAR
models,

The latitude-altitude cross sections of the zonal
mean 2 x CO, — 1 x CO, air temperature differ-
ences simulated by the GFDL, GISS, and NCAR
models for DJF and JJA are presented in Figures

Projecting the Climatic Effects of Increasing Carbon Diozide
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Figure 4.31. As in Figure 4.30, except for JJA.

4.36 and 4.37, respectively, from the surface to the
middle of the uppermost layer of each model. These
cross sections show the following qualitative simi-
larities: (1) the CO,-induced temperature changes
during both seasons are negative in the stratosphere
above 20 km and positive in the lower stratosphere,
troposphere, and at the surface; (2) the strato-
spheric cooling increases with altitude everywhere
during both seasons; (3) the tropospheric warm-
ing increases with altitude between about 30°S and
30°N in DJF and between about 40°S and 90°N in
JJA; and (4) the surface warming increases from
the tropics toward the higher latitudes in the win-
ter hemisphere in both seasons and also in the sum-
mer (southern) hemisphere during DJF. The cross
sections also show the following quantitative differ-
ences: (1) the magnitude of the maximum strato-
sphere cooling at 25 km ranges from —3°C in the
GISS model to —8°C in the GFDL model dur-
ing both seasons; (2) the altitude of the maximum
tropical tropopause warming ranges from about 8

. km in the NCAR model to about 10 km in the

Model Projections of the Equilibrium Climatic Response

GFDL and GISS models during both seasons; (3)
the stratospheric cooling begins at 15 km altitude
in the NCAR model and 20 km in the GFDL and
GISS models; (4) the magnitude of the tropical
tropopause warming ranges from 3°C in the NCAR
model to 7°C in the GISS model for both seasons;
(5) the latitude of the maximum Northern Hemi-
sphere surface warming in DJF ranges from 65°N in
the NCAR model to 80°N in the GFDL model; and
(6) the magnitude of the maximum surface warm-
ing in the winter hemisphere ranges from 7°C in
the GISS and NCAR models to 14°C in the GFDL
model during DJF and from 7°C in the GFDL and
GISS models to 13°C in the NCAR model during
JJA.

As previously noted, contrasting the GFDL
model study of Wetherald and Manabe (1986) with
that of Manabe and Stouffer (1980) is useful be-
cause these models differ only in their treatment
of cloudiness, the former being predicted and the
latter being prescribed. Comparing the top panel
of Figure 4.36 with the middle panel of Figure 4.9

to Increased Carbon Diozide 125
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Figure 4.32. Geographical distribution of the surface air tem-
perature (°C): (top) simulated for DJF with the GFDL GCM by
Wetherald and Manabe (1986); (bottom) observed for January
from Schutz and Gates (1971) based on Crutcher and Meserve
(1970) and Taljaard et al. (1969).
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Figure 4.33. As in Figure 4.32, except: (top) for JJA; (bottom)
for July from Schutz and Gates (1972).

and the top panel of Figure 4.37 with the bot-
tom panel of Figure 4.9 shows that, as expected,
the 2 x CO, — 1 x CO, stratospheric cooling is
about half the 4 x CO, — 1 x CO, cooling, but the
2x CO,—-1xCO; tropospheric and surface warming
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Figure 4.34. Geographical distribution of the precipitation rate
(mm d~!) for DJF: (top) simulated with the GFDL GCM by
Wetherald and Manabe (1986); (bottom) observed based on Jaeger

(1976).

T T T T i T IO T T T T
30€ 60E 90E 120 150E B0 150W 120W 90W 6OW 30W [0} 30¢€

T T T T T T T
180 I50W 20W 90W B0W 30W 0 30E

Figure 4.35. As in Figure 4.34, except for JJA.

T T T
90E 120E (50€

T T
30E 60E

T
oW 0

is comparable to the 4 x CO, -1 x CO, warming and
is even somewhat larger in the Arctic during DJF.
Thus, the feedback of the predicted clouds in the
Wetherald and Manabe (1986) study apparently al-
most doubles the sensitivity of the tropospheric and
surface temperature changes to increased CO, con-
centrations.

Projecting the Climatic Effects of Increasing Carbon Diozide
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Figure 4.36. Latitude-altitude cross section of the change in
zonal mean air temperature (°C), 2 x CO; — 1 x COg, for DJF
simulated with: (top) the GFDL GCM by Wetherald and Manabe
(1986); (middle) the GISS GCM by Hansen et al. (1984); (bottom)
the NCAR GCM by Washington and Meehl (1984). Heavy stip-
ple indicates a temperature decrease and light stipple an increase
larger than 4°C.

The geographical distributions of the 2 x CO, —
1 x CO, surface air temperature changes simulated
by the GFDL, GISS, and NCAR models for DJF
and JJA are presented in Figures 4.38 and 4.39,
respectively. Hansen et al. (1984) analyzed the sta-
tistical significance of the annual mean surface air

Model Projections of the Equilibrium Climatic Response to Increased Carbon Dioride

ZONAL MEAN TEMPERATURE DIFFERENCES FOR JJA

GFDL, 2xC0,-1xCO,

30 I Fie

[ 25
—_ 55 o
€ -
] Z
— ¢
= Fi2l >
o @
@ L3
b a

- — Jess

s e e f»sco

L 3 56.‘é.

0 /- ) . / \ , . W 1013
90N  TON  SON 30N ION 0S5 305 508 708 90§
GISS, 2xCO,-1xCO,

; ) n 1 L )
s =
E £
- @
£ 5
o a
£ £
—_ 55 D
E £
= ®
£ 5 S 213
— t W
T ? g

9

3 a N .

/ 540
5 e
I) -.N 1013
90N 70N 50N 30N ION 105 305 505 705 905

Latitude
Figure 4.37. As in Figure 4.36, except for JJA.

temperature changes for the last 10 years of the
GISS simulations and found that the temperature
change was larger than five times the standard de-
viation of the control simulation over most of the
Earth. Washington and Meehl (1984) performed a
similar analysis for the last 7 years of the NCAR
simulations and found that the temperature differ-
ences were significant at or less than the 5% level al-
most everywhere. From the similarity of the 7-year
mean results with the 3-year mean results shown in
Figures 4.38 and 4.39, it is inferred that the latter
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Figure 4.38. Geographical distribution of the surface air temper-
ature change (°C), 2 x COz — 1 x COg, for DJF simulated with:
{top) the GFDL GCM by Wetherald and Manabe (1986); (middle)
the GISS GCM by Hansen et al. {1984); (bottom) the NCAR GCM
by Washington and Meehl (1984). Stipple indicates temperature
increases larger than 4°C.

also are significant at or below the 5% level almost
everywhere.

Figures 4.38 and 4.39 show that all three mod-
els simulate a CO,-induced surface air temperature
warming virtually everywhere. In general, warming
is minimum in the tropics during both seasons, at
least over the ocean, and increases toward the win-
ter pole. The tropical maritime warming minimum
ranges from about 2°C in the NCAR simulation
to about 4°C in the GFDL and GISS simulations.
Maximum warming in DJF occurs in the Arctic in
both the GFDL and GISS simulations and occurs
near 65°N in the NCAR simulation. The maximum
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Figure 4.39. As in Figure 4.38, except for JJA.

warming in JJA occurs around the Antarctic coast
in all three simulations. The locations of the winter-
time warming maxima in both hemispheres coincide
with the locations where the 1 x CO, sea ice extent
retreats poleward in the 2 x CO, simulation. The
magnitude of the wintertime warming maxima in
the Northern Hemisphere ranges from 10°C in the
GISS simulation to 18°C in the GFDL simulation,
and in the Southern Hemisphere it ranges from 14°C
in the GFDL simulation to 18°C in both the GISS
and NCAR simulations. In JJA there is a warming
minimum in the Arctic of about 2°C in all three
simulations. Next we will discuss the CO,-induced
warming for each of the continents.

In Africa the warming shows little seasonal
dependence in the GFDL simulation with values

generally less than 4°C. There is somewhat more ‘

Projecting the Climatic Effects of Increasing Carbon Diozide




seasonal variation in the NCAR simulation with val-
ues also generally less than 4°C. The largest sea-
onal variation is shown by the GISS simulation,
with warming in excess of 4°C everywhere in DJF,
but occurring only in northern and southern Africa
in JJA.

In the Arabian peninsula the warming is maxi-
mum in JJA in the GFDL and NCAR simulations,
but is maximum in DJF in the GISS simulation. In
India the warming is minimum in JJA in the GFDL
simulation but shows little seasonal variation in the
GISS and NCAR simulations. In Australia, warm-
ing in excess of 4°C is simulated by all three models
in the southeastern region in DJF, whereas warm-
ing in excess of 4°C is simulated in JJA only by the
GISS model.

All three models simulate only a small seasonal
variation in the CO,-induced warming in South
America. The GFDL model simulates warming less
than 4°C everywhere except in Chile and Argentina.
The GISS model simulates a greater equatorward
penetration of the 4°C warming than the GFDL
model. The NCAR model simulates a warming of
2°C in the northern region during both seasons and
warming of 4°C over Chile and Argentina only dur-
ing DJF.

Large seasonal changes in the warming are sim-
ulated over Antarctica by all three models with the
warming increasing from summer to winter. The
summertime warming is about 4°C in the GFDL
and NCAR simulations and is somewhat smaller
in the GISS simulation. The wintertime warming
varies with location from about 4 to 8°C in all three
simulations.

In North America the wintertime warming gen-
erally increases with latitude in the GFDL and GISS
simulations with values of 4°C in the south to about
10°C in the north. In contrast, the NCAR model
simulates a warming less than 4°C everywhere with
a minimum of 2°C centered over Canada. The
summertime warming is simulated to be less than
the wintertime warming virtually everywhere by
the GISS model, and everywhere, except in the
southwest, by the GFDL model. On the other
hand, the summertime warming simulated by the
NCAR model is larger than the simulated winter-
time warming over most of Canada and the north-
central United States.

Model Projections of the Equilibrium Climatic Response to Increased Carbon Diozide

In Eurasia all three models simulate a winter
warming that is larger than the summer warming.
The GFDL and GISS models simulate a wintertime
warming that generally increases with latitude from
about 4°C in the south to 10°C in the north. How-
ever, the NCAR model simulates a minimum win-
tertime warming in central Asia. This difference
is likely caused by the maximum warming in the
NCAR model being simulated at 65°N off the east
and west coasts, whereas the maximum warming is
simulated in the Arctic in the GFDL and GISS mod-
els. The summertime warming ranges from about
2°C in the NCAR model to 4°C in the GFDL model.

This presentation of the geographical distribu-
tions of the CO,-induced surface air temperature
changes for DJF and JJA shows that, although
there are similarities in the simulations of the mod-
els, particularly the latitudinal variations, there are
significant differences in both the magnitude and
seasonality of the regional temperature changes.

The latitude-time cross sections of the zonal
mean 2 X CO, ~ 1 x CO, surface air temperature
changes simulated by the GFDL, GISS, and NCAR
models are presented in Figure 4.40. This figure
shows little seasonal variation in the CO,-induced
temperature changes simulated by the three mod-
els between 50°S and 30°N, where the values range
from about 2°C in the NCAR model to about 4°C in
the GISS model. All three models simulate a large
seasonal variation of the CO,-induced temperature
changes in the regions poleward of 50° latitude in
both hemispheres. In the Northern Hemisphere a
warming minimum of about 2°C is simulated near
the pole by all three models in the summer. The
three models also simulate a warming maximum in
fall with values that range from 8°C in the NCAR
model to 16°C in the GFDL model. This maximum
extends into winter in the GFDL and GISS sim-
ulations, but not in the NCAR simulation, which
exhibits a warming minimum near the pole. The
NCAR mode! also simulates another polar warming
minimum in spring that is not found in the GFDL
and GISS simulations. In the Southern Hemisphere,
all three models simulate a maximum warming in
winter and a minimum warming in summer. The
summer warming maximum occurs near the Antarc-
tic coast in all three simulations, although about 5°
more equatorward in the NCAR model simulation
than in the GFDL and GISS model simulations, and
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it ranges from 8°C in the GFDL simulation to 14°C
in the NCAR simulation.

Generally speaking, Figure 4.40 shows more
similarities among the zonal mean surface air tem-
perature changes simulated by the three models
than was evident in the comparison of their detailed
geographical distributions (Figures 4.38 and 4.39).
This indicates a partial cancellation of the differ-
ences among the longitudinal temperature changes
of the models and suggests that we might place more
confidence on the simulated zonal mean tempera-
ture changes than on the geographical distributions.

Hydrological Cycle. In this subsection, we
present the DJF and JJA geographical distribu-
tions and latitude-time cross sections of the CO,-
induced changes in precipitation rate and soil mois-
ture and the latitude-altitude cross section of the
annual zonal mean change in cloudiness.

The geographical distributions of the 2 x CO, —
1 x CO, precipitation rate changes simulated by
the GFDL, GISS, and NCAR models for DJF and
JJA are presented in Figures 4.41 and 4.42, respec-
tively. Although the NCAR model results have
been presented by Washington and Meehl (1984)
and Meehl and Washington (1985b), and the GISS
model results for the United States have been an-
alyzed by Rind and Lebedeff (1984), the statisti-
cal significance of the simulated precipitation rate
changes has not been analyzed for the results shown
in Figures 4.41 and 4.42. However, an analysis
of the statistical significance of precipitation rate
changes for doubled CO, simulated by the OSU
model with annual mean insolation (Schlesinger,
1982, 1984a), suggests that many of the small-scale
features shown in these figures represent the natu-
ral variability of precipitation (noise) rather than a
CO,-induced change (signal).

Figures 4.41 and 4.42 show that both positive
and negative changes in precipitation rate are sim-
ulated by all three models and that the largest
changes generally occur between 30°S and 30°N.
The precipitation changes poleward of these lati-
tudes are generally positive in both seasons over
both ocean and land. However, the GFDL model
simulates a decreased precipitation rate in JJA over
most of North America and Europe and over much
of Asia. With this exception, the models generally
simulate precipitation increases of less than 1 mm
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Figure 4.40. Latitude-time cross section of the zonal mean sur-

face air temperature change (°C), 2 x CO3 — 1 x CO2, simulated

with: (top) the GFDL GCM by Wetherald and Manabe (1986);

(middle) the GISS GCM by Hansen et al. (1984); (bottom) the

NCAR GCM by Washington and Meehl (1984). Stipple indicates

temperature increases larger than 4°C.

day ! over the Northern Hemisphere continents and
Antarctica during both seasons.

The precipitation changes between 30°S and
30°N simulated by the models show both qualitative
and quantitative differences. For example, over the

Projecting the Climatic Effects of Increasing Carbon Diozide
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Figure 4.41. Geographical distribution of the precipitation rate
change (mm d~ '), 2 x CO; — 1 x COy, for DJF simulated with:
(top) the GFDL GCM by Wetherald and Manabe (1986); (middle)
the GISS GCM by Hansen et al. (1984); (bottom) the NCAR GCM
by Washington and Meehl (1984). Stipple indicates a decrease in
precipitation rate.

Pacific Ocean in DJF, the GFDL and NCAR mod-
els simulate increases south of the equator and de-
creases to the north, whereas the GISS model sim-
ulates the reverse. Furthermore, in JJA the GFDL
model simulates a large increase in the Indian mon-
soon precipitation whereas the GISS model simu-
lates a small decrease. Perhaps, as suggested by
Meehl and Washington (1985b) in their study of
the NCAR model’s tropical results, the differences
in the statistically significant tropical precipitation
changes (which have yet to be determined) reflect
the modification of the models’ Walker circulations

Model Projections of the Equilibrium Climatic Response to Increased Carbon Diozide
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Figure 4.42. As in Figure 4.41, except for JJA.

induced by their different 2 x CO, —1x CO; sea sur-
face temperature changes superposed on their dif-
ferent 1 x CO, sea surface temperatures. On the
other hand, as argued by Mitchell et al. (1985), if
there is little change in circulation, then the pattern
of CO;-induced precipitation changes would be cor-
related with the 1 x CO, precipitation pattern.
The latitude-time cross sections of the zonal
mean 2 x CO, — 1 x CO, precipitation rate changes
simulated by the GFDL, GISS, and NCAR mod-
els are presented in Figure 4.43. This figure shows
that the precipitation rate changes simulated by all
three models are positive in the equatorial region
throughout the year and are negative in adjacent
latitudes at least part of the year. Although the
decreases in precipitation rate are similar in magni-
tude in the three simulations, the increases are not;
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Figure 4.43. Latitude-time cross section of the zonal mean pre-
cipitation rate change (mm d~!), 2 x CO3 — 1 x COy, simulated
with: (top) the GFDL GCM by Wetherald and Manabe (1986);
(middle) the GISS GCM by Hansen el al. (1984); (bottom) the
NCAR GCM by Washington and Meehl (1984). Stipple indicates
a decrease in precipitation rate.

the GISS and GFDL models produce the largest
and the smallest increases, respectively. Elsewhere
the precipitation changes are generally positive but
small, except near 60°N and 70°S where increases
of 0.5 mm day~! are simulated.

The geographical distributions of the CO, in-
duced changes in soil water over ice-free land sim-
ulated for DJF and JJA by the GFDL, GISS, and'
NCAR models are presented in Figures 4.44 and
4.45, respectively. The statistical significance of
the soil moisture changes simulated by this GFDL
model has been determined. Washington and Meehl
(1984) analyzed the statistical significance of the
soil moisture changes using the results for the last 7
years of the NCAR simulations and found statisti-
cally significant results that were at or less than the
5% level over most of the ice-free land. Again, the
similarity between the 7-year mean results and the
3-year mean results shown in Figures 4.44 and 4.45
implies that both results are significant at or below
the 5% level almost everywhere.

Figure 4.44 shows that there are many quali-
tative similarities among the simulated soil water
changes for DJF. In particular, all three models
produce a drying of the soil in most of Africa, the
Arabian Peninsula, Central America, Mexico and
the Gulf states, and a moistening of the soil in
Europe, central Asia, western and central United
States, and most of Canada. There also are qual-
itative differences; namely, moistening is simulated
almost everywhere in Australia by the GFDL and
GISS models, whereas the NCAR model produces
a desiccation. The GFDL and GISS models also
simulate an increased soil moisture in the Amazon
Basin, whereas the NCAR model simulates a drying
effect.

Figure 4.45 shows that there is less agreement
among the simulated soil moisture changes for JJA.
In Africa the GISS model simulates moistening ev-
erywhere except in North Africa; the NCAR model
simulates drying everywhere except in North Africa;
and the GFDL model produces drying in the east
and moistening in the west. In Australia the GFDL
and GISS models simulate drying in the south and
moistening in the north, while the NCAR model
simulates the reverse. The NCAR model simulates
moistening virtually everywhere in South America,
whereas both drying and moistening are simulated
by the GFDL and GISS models. Of particular in-
terest is the change in soil moisture in the Northern
Hemisphere. The GFDL model simulates drying al-
most everywhere in Europe, Asia, and North Amer-
ica. This result is in accord with the summer dry-
ing simulated for quadrupled CO, by Manabe and
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Figure 4.44. Geographical distribution of soil water change (cm),
2xC0O2—-1xCO4, for DJF simulated with {top) the GFDL GCM
by Manabe and Wetherald {1986); (middle) the GISS GCM by

Hansen et al. (1984); {bottom) the NCAR GCM by Washington
and Meehl (1984). Stipple indicates a decrease in soil water.

Stouffer (1980) and Manabe et al. (1981) (Figure
4.12) and might be expected from the decreased JJA
precipitation rates simulated over most of Europe,
Asia, and North America (Figure 4.42). On the
other hand, neither the GISS nor the NCAR mod-
els simulate such continent-scale desiccations. In
fact, both the NCAR and GISS models produce an
increased summer soil moisture over much of North
America, Asia, and Europe, again in accord with
what might be expected from the increased JJA
precipitation rates simulated by these models (Fig-
ure 4.42). However, Washington and Meehl (1984)
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Figure 4.45. As in Figure 4.44, except for JJA.

attribute the absence of a summer Northern Hemi-
sphere drying in the NCAR simulation to an in-
creased supply of moisture at the surface caused by
an earlier snow melt in spring and a positive feed-
back among the soil moisture, precipitation, and
clouds. In the NCAR model, the soil does not be-
come saturated In spring in either the control or the
2 x CO, simulation, so one may speculate that all
of the excess moisture accumulated in winter and
spring is retained in the soil and hence decreases
only slowly through the summer due to evapora-
tion.® In any case, the differences among the North-
ern Hemisphere summer soil moisture changes sim-
ulated by the models are of particular importance

5 G. A. Meehl, personal communication.
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because these changes strongly determine the agri-
cultural impact of CO,-induced climate change.

The latitude-time cross sections of the zonal
mean soil moisture changes over ice-free land are
shown in Figure 4.46. Throughout most of the year
all three models simulate a band of decreased soil
moisture near 20°N and a band of increased soil
moisture near 10°S. There is less agreement in the
higher latitudes of both hemispheres, although in
the Southern Hemisphere the differences represent
only a few grid points. All three models show a
moistening of the soil within 30-60°N from Octo-
ber to April. However, from April to September
the GFDL model simulates a drying everywhere,
the GISS model simulates a drying only during late
summer equatorward of about 50°N, and the NCAR
model simulates a moistening everywhere. Never-
theless, the moistening simulated by both the GISS
and NCAR models reaches its minimum value in
late sumimer.

The latitude-altitude cross sections of the an-
nual zonal mean 2 x CO, — 1 x CO; cloudiness dif-
ferences simulated by the GFDL, GISS, and NCAR
models are presented in Figure 4.47. This figure
shows that both increases and decreases in cloudi-
ness are simulated by all three models. The patterns
of the simulated cloudiness changes display several
qualitative similarities. In particular, the models
simulate increased cloudiness in the stratosphere
and near the surface in the high latitudes of both
hemispheres, and they simulate decreased cloudi-
ness throughout most of the troposphere in the trop-
ics and middle latitudes of both hemispheres. Thus,
dA./dT, is both positive and negative, in agree-
ment with the possibilities obtained from the simple
cloud model of Wang et al. (1981) as shown in Ap-
pendix A. But, why does the cloudiness decrease in
the moist and convectively active tropical and mid-
latitude regions, where precipitation increases, and
decrease in the stable high-latitude surface regions
and stratosphere?

Wetherald and Manabe (1980, 1986) have in-
vestigated the change in cloud cover in response
to changes in thermal forcing caused by increases
in either the solar constant or CO, concentration.
These studies reveal a correlation between the cloud
cover changes and changes in the relative humid-
ity. This effect is illustrated in Figure 4.48 for the
case of a 6% increase in the solar constant. The
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Figure 4.46. Latitude-time cross section of zonal mean soil water
change (cm), 2 X CO2 — 1 x CO4, only over ice-free land simulated
with: (top) the GFDL GCM by Manabe and Wetherald (1986);
(middle) the GISS GCM by Hansen et al. (1984); (bottom) the
NCAR GCM by Washington and Meehl (1984). Stipple indicates
a decrease in soil water, hatching indicates latitudes where there
is no ice-free land.

increase in the relative humidity near the surface
in both high latitudes and subtropics seen in Fig-
ure 4.48 was attributed by Wetherald and Manabe
(1980) to the increase in evaporation from the sur-
face, the stable stratification, and the decrease of
the warming with height above the surface. These
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Figure 4.47. Latitude-altitude cross section of the annual zonal
mean cloudiness change (percent coverage), 2 x CO2 — 1 x COg,
simulated with (top) the GFDL GCM by Wetherald and Manabe
(1986); (middle) the GISS GCM by Hansen et al. (1984); (bot-
tom) the NCAR GCM by Washington and Meehl (1984). Stipple
indicates a decrease in cloudiness.

factors, respectively, led to an increase in the mois-
ture supplied from the surface to the atmosphere,
the confinement of this additional moisture in the
near-surface atmosphere, and a shift in the satura-
tion vapor pressure profile, all of which tended to in-
crease the low-level relative humidity. The increase
in stratospheric relative humidity was attributed
to an enhanced upward transport of moisture by

large-scale eddies across the tropopause as a con-
sequence of the reduced static stability there, the
latter because the heating decreased with altitude
in both the solar constant and CO, experiments.
Following Wetherald and Manabe (1975), Wether-
ald and Manabe (1980) attributed the decrease in
relative humidity throughout most of the tropical
and midlatitude troposphere to an increase in the
variance in the vertical velocity, as shown in Figure
4.49. This increase was caused by the enhanced con-
densational heating of the enhanced precipitation.
The resultant intensification of the upward veloc-
ity maintained the increased precipitation, whereas
the intensification of the compensating downward
velocity tended to lower the humidity. The dry-
ing in the regions of subsidence tended to be larger
than the moistening in the regions of ascent because
the relative humidity cannot exceed 100% because
of saturation. Consequently, the area-averaged rel-
ative humidity and clouds decreased, whereas the
area-averaged precipitation increased.
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Figure 4.48. Latitude-height distribution of the difference in
zonal mean cloud amount (top) and relative humidity (below)
between the 6% solar constant increase experiment and control.
Units are percent. Shaded areas indicate negative values. Source:
Wetherald and Manabe (1980).
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Figure 4.49. Vertical distributions of the area-mean differences
in the variance of the deviation from the zonal mean of the vertical
p-velocity, W' (left), relative humidity, H (middle); and cloudiness,
C (right) between the 6% solar constant increase experiment and
the control. Source: Wetherald and Manabe (1980).

This explanation for relating the change in
cloudiness to changes in relative humidity may be
applicable to large-scale condensation because this
process is parameterized with an explicit depen-
dence on a prescribed critical relative humidity (Ta-
ble 4.4). Manabe and Wetherald’s explanation may
also be applicable for convective precipitation in
the GFDL and NCAR models because these mod-
els use the moist adiabatic adjustment, which de-
pends on a prescribed critical relative humidity (Ta-
ble 4.4). But the tropical and midlatitude tropo-
spheric cloudiness also decreased in the simulation
with the GISS model (Figure 4.47), which employs
a penetrative cumulus parameterization that does
not explicitly depend on relative humidity (Table
4.4).

Mitchell and coworkers® at UKMO have inves-
tigated the effects of changes in tropospheric cloud
cover in an idealized experiment using an 11-layer
global GCM with realistic geography, seasonal vari-
ation and model-generated cloud amount. Calcula-
tions were made in which the present CO, concen-
tration was assumed and in which the CO, concen-
tration was doubled and sea surface temperatures
were simultaneously increased by 2°C. An increase
in the radiative cooling of the atmosphere was found

$ J.F. B. Mitchell, C. A. Wilson, and W. M. Cunnington, per-
sonal communication.
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that was particularly pronounced at the top of the
troposphere. An analysis showed that the cooling
in the upper troposphere was due mainly to the in.
crease in tropospheric water vapor. Since H,O ro-
tational bands are not saturated in the upper tro-
posphere, the increase in water vapor is particularly
effective in increasing the divergence of infrared ra-
diation through enhanced emission to the surface
and space. The change in the vertical profile of
heating encouraged deeper convection, so that rela-
tively more moisture was detrained above the level
of enhanced cooling and less moisture below. Thus,
relative humidity and cloudiness increased at the
top of the troposphere and decreased below. Al-
though the change in relative humidity was small,
the absolute humidity increased by 18%; this was
substantially greater than the increase in precipita-
tion. Therefore, the increase in precipitation may
be attributed to the large increase in absolute hu-
midity, whereas the reduction in cloud amount was
due to a small change in relative humidity. Analyses
of the GFDL, GISS, and NCAR simulations should
be performed to determine whether this mechanism
was responsible for the increase in precipitation and
decrease in cloud cover simulated by these models.

Figure 4.47 shows that although there are quali-
tative similarities among the simulated CO, cloudi-
ness changes, there are quantitative differences. In
particular, the tropospheric changes simulated by
the GISS model are generally larger in magnitude
than those produced by the GFDL and NCAR mod-
els. Furthermore, a correlation between the magni-
tude of the cloudiness change and the magnitude
of the temperature change seems apparent, partic-
ularly in the upper tropical troposphere, as can be
seen by comparing Figure 4.47 with Figures 4.36
and 4.37. In this region the warming simulated by
the GISS model is nearly double that simulated by
the GFDL and NCAR models, and the decrease in
cloudiness in the GISS model is also about twice
that of the GFDL and NCAR models. The mag-
nitude of the cloudiness change may determine the
magnitude of the temperature change, but the con-
verse appears to be the more likely relation. If this
is so, then why is the temperature increase larger
in the GISS model than in the GFDL and NCAR
models? The answer may be that the GISS model
has a parameterization for penetrative convection,

whereas the NCAR and GFDL models use the moist
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adiabatic adjustment scheme, which ignores pen-

etrative convection. It is likely that the penetra-
.tive cumulus convection parameterization produces
a larger heating aloft than the moist adiabatic ad-
justment and thereby produces a larger upward en-
hancement of the surface warming. Although thisin
itself might tend to reduce the surface warming, the
cloud modification aloft could mitigate this through
cloud feedback to produce a warming throughout
the tropical troposphere that is larger than in a
model with only moist adiabatic adjustment. Such
a difference in the vertical profile of temperature
change is evident from Mitchell and Lupton (1984)
and Manabe and Stouffer (1980), who used pene-
trative and convective adjustment schemes, respec-
tively. As discussed in Appendix A, the actual
feedback effect of a cloudiness change A A, such as
shown in Figure 4.47 depends on the vertical in-
tegral throughout the atmosphere of §AA,, where
6 = ONy /A, and N, is the net radiation at the top
of the atmosphere. A post hoc analysis of the cloud
feedback has been performed for the GISS simula-
tion as described below.

4.3.4.3 Feedback Analysis

Hansen et al. (1984) have used a RCM to analyze
feedback processes in the GISS GCM simulation of
the 2 x CO, — 1 x CO, global mean surface air tem-
perature difference. The basis for this analysis is
a model of the climate system feedback that is es-
sentially the same as that developed in Section 4.2
and Appendix A. From Equation (4.4) with AT,
replaced by AT,,

o1 (BT _ AT, - (AT.)o
AT, AT,
_ (ATa)feedbacks
B AT,
— vazl(ATA)i
AT,

N
:Zfl’a

(4.12)

where

(4.13)
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and

AT, = i(AT,)j .

3=0

(4.14)

This analysis assumes that the feedback mecha-
nisms are independent so that the total temperature
change AT, is the sum of the zero-feedback change
(AT,)o, and the changes {AT,); resulting from the
feedbacks.

The validity of the above assumption is demon-
strated by the results shown in Figure 4.50 and Ta-
ble 4.6, which were obtained by making the indi-
cated changes in the RCM. In the first column, the
effect of doubling the CO, concentration without
any feedbacks is shown to be (AT,), = 1.2°C. In
the second column the effect of the 33% increase in
total water vapor simulated by the GCM was esti-
mated by increasing the water vapor at each level
of the RCM by 33%. In this RCM experiment,
and those described below, the CO, concentration
was not doubled, nor were any feedbacks permitted.
The result then is (AT,); = 1.85°C. To determine
the effect of the change in the vertical distribution
of water vapor simulated by the GCM, the water
vapor profile from the GCM was inserted into the
RCM and the resultant temperature change was de-
creased by (AT,), to obtain (AT,), = 0.90°C. To
determine the effect of the change in lapse rate simu-
lated by the GCM, the lapse rate from the GCM was
inserted into the RCM and gave (AT,)s = —1.1°C.
Similarly, for the GCM-simulated change in surface
albedo, (AT,), = 0.38°C. The total cloud effect on
temperature was obtained by changing the cloud
amounts at all levels in the RCM in proportion to
the changes obtained in the GCM. The effect of
changing only cloud cover, (AT,)s = 0.42°C, was
obtained by inserting a uniform cloud change in the
RCM equal to the total change in the GCM. The ef-
fect of the cloud altitude change, (AT,)s = 0.51°C,
was obtained by subtracting (AT,)s from the to-
tal cloud effect. Summing these individual changes
gives AT, = 4.16°C, which agrees with the GCM-
simulated value.

The results of the feedback analysis using Equa-
tions (4.12) — (4.14) are presented in Table 4.6. The
feedback resulting from the changes in water va-
por amount and vertical distribution is fg = 0.661.
This is considerably larger than the fy = 0.3 to
0.5 given by the RCMs reviewed in Section 4.2.2.
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The much larger fi estimated for the GISS GCM
indicates that the relative humidity increased with
doubled CO; in that model, unlike the constant rel-
ative humidity assumed by the RCMs; Hansen et
al. (1984) state that the average relative humidity
increased by 1.5% with a maximum of 6% at the

Table 4.6
RCM Analysis of the Feedbacks in the GISS GCM
Simulation of 2 x COz — 1 x CO2 Temperature Change.

Column in

Figure 4.50 (AT,);—,
Feedback Mechanism i (°C) 1
None 1 1.20 0.000
Water Vapor Amount 2 1.85 0.445
Water Vapor Distribution 3 0.90 0.216
Lapse Rate 4 -1.10 —0264
Surface Albedo 5 0.38 0.091
Cloud Height 6 0.51 0.123
Cloud Cover 7 0.42 0.101
Total 4.16 0.712

Note: based on Hansen et al. (1984).
o f;= (AT,);/ZZzl(AT.),’_l fori=2,...,7T.

200 mb7 level. The estimated lapse rate feedback,
frr = —0.264, lies at the smaller limit given by the
RCMs of Section 4.2.2 for the moist adiabatic lapse
rate case, perhaps because the change in lapse rate
of —0.2°C km™! is less than the change in the moist
adiabatic value of —0.5°C km~!. The cloud alti-
tude feedback, fc, = 0.123, also lies at the lower
limit given by the RCMs in Section 4.2.2. The cloud
cover feedback estimated for the GCM is positive,
indicating the dominance of the albedo effect over
the longwave effect. The surface albedo feedback
caused largely by reduced sea ice is estimated as
fsa = 0.091, which is somewhat smaller than the
estimates given by the RCMs in Section 4.2.2. The
total feedback estimated for the GCM is f = 0.712,
of which water vapor feedback, fy = 0.661, is the
single most important positive contributor, followed
by cloud feedback, fc = 0.224, and surface albedo
feedback, fs4 = 0.091, with the lapse rate feedback,
frr = —0.264, making a negative contribution.
Hansen et al. (1984) attribute the fact that the 2
x CO, warming implied from the 4 x CO, simula-
tion of Manabe and Stouffer (1980) with the GFDL
model, namely 2°C, is smaller than the 4.2°C warm-
ing simulated by the GISS model because there is
no cloud feedback in the GFDL model (the clouds
were prescribed), and the surface albedo feedback
was presumably smaller because the extent of the 1
x CO, sea ice was underestimated. However, the
feedback analysis shown in Table 4.6 suggests that
perhaps the large water vapor feedback in the GISS
model also contributes to the difference between the
sensitivities of the GISS and GFDL models.

7 100 mb equals 10 kPa.
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44 SUMMARY

‘General circulation model studies of CO,-induced

changes in the Earth’s equilibrium climate have
been performed predominantly for a doubled or
quadrupled CO; concentration, the former because
of the projected doubling of the preindustrial CO,
concentration sometime during the 21st century,
and the latter simply to enhance the statistical sig-
nificance of the simulated climate change. Atmo-
spheric GCMs have been coupled to two types of
simplified models of the ocean to allow these ex-
periments to reach equilibrium more rapidly than
would the actual climate system in an effort to
minimize the required computer time. In the ear-
liest and simplest ocean model, the swamp ocean
model, the heat capacity of the ocean is neglected
such that the ocean is perpetually in equilibrium
with the atmosphere. This allows the climate sys-
tem to equilibrate in about 300 days, but does not
allow use of the annual cycle of insolation. There-
fore, such atmospheric GCM/swamp ocean studies
do not simulate the seasonal cycle of climate and
its CO,-induced change. Several simulations with
this type of model have been conducted, beginning
with models having idealized and restricted geogra-
phy and topography, and extending to models that
treat these aspects realistically. These simulations
have provided some information about the mech-
anisms of climate change due to increased CO,.
Simulations with annual mean insolation produce a
climate that is substantially different from the an-
nually averaged climate simulated with seasonally
varying insolation. To simulate seasonal effects, at-
mospheric GCMs have either been run with pre-
scribed changes in sea surface temperature based
on a series of perturbation experiments, or have
been coupled to mixed-layer ocean models whose
depth and horizontal heat transports are prescribed,
most frequently as a constant or zero. These at-
mospheric GCM/mixed-layer ocean models require
several decades to equilibrate, with the actual equi-
libration time dependent on the prescribed mixed-
layer depth. Seasonal simulations with this type of
climate model have most often been performed with
realistic geography and topography and thus repre-
sent the most comprehensive projections of CO,-
induced equilibrium climate change.

Model Projections of the Equilibrium Climatic Response to Increased Carbon Diozide

The early studies of the changes in climate as
portrayed by atmospheric GCM /swamp ocean mod-
els depict an Earth with a warmer global average
surface air temperature and a greater global aver-
age precipitation rate. Increased zonally averaged
temperatures were simulated for the entire tropo-
sphere, with warming near the surface increasing
with latitude from the tropics toward both poles
and increasing with altitude in tropical and subtrop-
ical latitudes. Decreased zonal mean temperatures
were simulated for most of the stratosphere, with
the stratospheric cooling increasing with altitude.
Positive and negative changes in the zonal mean
precipitaion rates were simulated by these climate
models, with increased rates located in the middle
and high latitudes and greater changes of both signs
within the 30°S to 30°N latitude band. Changes of
both signs were also simulated for the soil mois-
ture, with these changes negatively correlated with
the surface air temperature changes. The few simu-
lations with predicted clouds, when compared with
companion simulations with prescribed clouds, indi-
cated virtually no effect of the simulated cloudiness
changes and, therefore, a compensation between the
albedo and longwave effects of the changed clouds.

The projections of CO;-induced climate change
provided by the atmospheric GCM/swamp ocean
models described above show considerable quali-
tative agreement on changes in the global- and
zonal-mean temperatures, precipitation rates, and
cloudiness, but there is considerable disagreement
concerning the quantitative changes in these mean
quantities. For example, the change in global mean
surface air temperature and precipitation rate sim-
ulated for a CO, doubling range from 1.3 to 3.9°C
and from 2.7 to 7.8%, respectively. Furthermore,
these simulations disagree qualitatively concerning
the geographical distribution of the changes in all
the climatic quantities. This lack of agreement is
due, in part, to the differences among the atmo-
spheric GCM/swamp ocean models, such as dif-
ferent geographical domains. They disagree also
because the models have not run sufficiently long
enough to attain equilibrium and statistically sig-
nificant changes (Schlesinger 1982, 1984a).

The first study of the seasonal variation of
CO,-induced climate change with an atmospheric
GCM/mixed-layer ocean model was performed by
Manabe and Stouffer (1980) with the GFDL model
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for a CO; quadrupling. A similar study with pre-
scribed changes in sea surface temperature has been
made by Mitchell and Lupton (1984). More re-
cently, studies have been carried out for a CO,
doubling by the following researchers: Hansen et
al. (1984) with the GISS model; Washington and
Meehl (1984) with the NCAR model; and Wether-
ald and Manabe (1986) with the GFDL model. In
these studies clouds were predicted, whereas clouds
were prescribed in the earlier studies.

In general the CO;-induced changes in the zonal
mean temperatures simulated by these atmospheric
GCM /mixed-layer ocean models for DJF and JJA
display features similar to those simulated by the
atmospheric GCM/swamp ocean models for annual
mean insolation. In particular, the temperature
changes during both seasons are negative in the
stratosphere above 20 km and are positive in the
lower stratosphere, troposphere, and at the sur-
face; the stratospheric cooling increases with alti-
tude during both seasons; the tropospheric warm-
ing increases with altitude between about 30°S and
30°N in DJF and between about 40°S and 90°N
in JJA; the surface warming increases from the
tropics toward the higher latitudes in the winter
hemisphere in both seasons, and it also increases
in the Southern Hemisphere during summer. The
changes in the annual cycle of zonal mean surface
air temperatures simulated by the models show lit-
tle seasonal variation between 50°S and 30°N, and
a large seasonal variation poleward of 50° latitude
in both hemispheres. The geographical distribu-
tions of the CO,-induced surface air temperature
changes also exhibit qualitative similarity in that
maximum winter warming occurs in the high lati-
tudes of both hemispheres where the sea ice in the
1 x CO, simulation retreats poleward in the en-
hanced CO, simulation. The location of maximum
warming is thus dependent on the position of the
sea-ice boundary in the control integration. The
global mean surface air temperature change given
by the three most recent simulations ranges from
3.5 to 4.2°C, which is considerably smaller than the
1.3 to 3.9°C range given by the earlier atmospheric
GCM/swamp ocean models. However, the warming
of these latest simulations is about twice that of the
CO; doubling inferred from the quadrupling study
of Manabe and Stouffer (1980). Although the latest
studies show considerable quantitative agreement in
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their simulated global mean surface air tempera-
ture changes, they also show substantial disagree-
ments in their simulated zonal mean temperature
changes. For example, the tropical surface air tem-
perature warming ranges from 2°C in the NCAR
simulation to about 4°C in the GISS simulation,
and the tropical tropopause warming ranges from
3°C in the NCAR simulation to 7°C in the GISS
simulation. Furthermore, the simulated geograph-
ical distributions exhibit large differences in both
the magnitude and the seasonality of the regional
surface air temperature changes.

The three recent simulations of the climate
change induced by a doubling of the CO; concentra-
tion exhibit an increase in the global mean precipi-
tation rate with values that range from 7.1 to 11.0%
of their respective 1 x CO, values. These changes
give a narrower range than that produced by the
atmospheric GCM /swamp ocean models with an-
nual mean insolation, but are larger than the 6.7%
increase obtained by the earliest seasonal study for
a CO,; quadrupling. Because this latter study also
has a smaller inferred warming for a CO, doubling,
there appears to be a relationship between the mag-
nitude of the increases in global mean precipita-
tion rates and surface air temperatures, which is
likely the result of the temperature dependence of
the water vapor saturation vapor pressure. The
changes in precipitation rate simulated by the atmo-
spheric GCM/mixed-layer ocean models show the
same characteristic features simulated by the sim-
pler swamp ocean models with annual mean inso-
lation. In particular, both positive and negative
changes in precipitation rate are exhibited, with the
largest changes generally occurring between 30°S
and 30°N. The precipitation changes poleward of
these latitudes are generally positive during both
DJF and JJA over both ocean and land, with in-
creases less than 1 mm d~? over the Northern Hemi-
sphere continents and Antarctica during both sea-
sons. However, despite these agreements, there are
substantial regional differences among the portray-
als of the CO,-induced precipitation changes.

Somewhat surprisingly, considering the differ-
ences in the regional precipitation rate changes, the
simulated changes in soil moisture display many
qualitative similarities during DJF. However, there
is less agreement among the simulated soil mois-
ture changes for JJA. Summer soil moisture change
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in the Northern Hemisphere is particularly impor-
tant for the agricultural impact of a CO.-induced
climate change. The GFDL simulation for doubled
CO,, like its predecessor for quadrupled CO, and
that of Mitchell and Lupton (1984), suggest a dry-
ing almost everywhere in Europe, Asia, and North
America. However, both the NCAR and GISS mod-
els produce an increased summer soil moisture over
much of these continents. There is some evidence
that in the NCAR model this result is related to the
unsaturated winter and spring soil moisture values
in both the control and 2 x CO; integrations.

The changes in cloudiness simulated by the
atmospheric GCM/mixed-layer ocean models are
qualitatively similar to those produced by swamp
ocean models with annual mean insolation, namely,
increased cloudiness in the stratosphere and near
the surface in the high latitudes of both hemispheres
and decreased cloudiness throughout most of the
troposphere in the tropics and middle latitudes.
However, unlike the lack of sensitivity displayed
by the atmospheric GCM/swamp ocean models
to these cloudiness changes, the GCM/mixed-layer
ocean models display great sensitivity. This is
shown by: (1} the large increase in the global mean
surface temperature warming for the GFDL model
with predicted clouds (Wetherald and Manabe,
1986) compared to that of the GFDL model with
prescribed clouds (Manabe and Stouffer (1980);
(2) the negative correlation between the cloudiness
changes near the tropical tropopause and the sur-
face air temperature change (in all the recent simu-
lations); and (3) an analysis of the GISS GCM sen-
sitivity obtained by inserting the simulated changes
sequentially into a RCM. This latter analysis shows
that the feedback caused by changes in cloudiness
contributes 0.224 to the GCM’s total feedback of
0.712. However, the total water vapor feedback
of 0.661 is of even greater importance. Because
this estimated GCM value is about twice that ob-
tained from RCM studies with fixed relative hu-
midity, it appears that the documented relative hu-
midity increase simulated by the GISS model for
doubled CO; may have a dominant influence on
the global mean surface air temperature sensitivity.
This water vapor feedback far outweighs the surface
albedo feedback of 0.091 and more than compen-
sates the negative lapse rate feedback of -0.264. It

is likely that the magnitudes of the dominant wa-
ter vapor and cloudiness feedbacks depend critically
on the parameterizations of cumulus convection and
cloudiness in the GCMs.

4.5 DISCUSSION AND
RECOMMENDATIONS

In this chapter we have reviewed the projections of
equilibrium climatic response to increased CO, con-
centration that have been made with a hierarchy
of climate models that includes surface and plane-
tary EBMS, RCMs, and atmospheric GCMs. The
EBMs compute only the surface temperature, and
the RCMs compute only the vertical profile of tem-
perature; both results are determined only at one
point, which may, under some circumstances, be in-
terpreted as the global average. Only the GCMs
determine other climatic quantities such as precipi-
tation, soil water, and clouds, and only the GCMs
determine the global geographical distributions of
these and other climatic quantities.

We have seen that each of the climate models
(EBMs, RCMs, and GCMs) is limited by its treat-
ment of the physical processes that are not explicitly
resolved by the model. In EBMs these unresolved
processes include all processes that do not occur at
the energy balance level; that is, all the atmospheric
processes for surface balance models and, in addi-
tion, all the surface processes in planetary energy
balance models. Because of this, EBMs have given
a wide range of projections of CO,-induced surface
temperature change and must, therefore, be used
only in a qualitative sense and with great caution.

In RCMs, the unresolved physical processes in-
clude those having to do with the horizontal vari-
ations of the temperature, such as advection, and
those having to do with any quantity other than
temperature, such as water vapor, sea ice, and
clouds. Nevertheless, these models are useful for
preliminary hypothesis testing and for understand-
ing some of the results simulated by the GCMs.

Although the GCMs include many climatic quan-
tities other than temperature and resolve many of
the physical processes that are not resolved by the
RCMs and EBMs, they nevertheless do not resolve
all of the physical processes that may be of impor-
tance to climate and climate change and which span
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the fourteen orders of magnitude from the plane-
tary scale (107 m) to the cloud microphysical scale
(107 m). In fact, contemporary computers permit
the resolution of physical processes over only two
orders of magnitude, and even a thousand-fold in-
crease in computer speed, which is not projected to
occur within this century, would allow the resoluton
of only one more order of magnitude! Clearly, even
the GCMs are, and will continue to be, critically de-
pendent on their treatments and parameterizations
of the physical processes that occur on the unre-
solved subgrid scales.

Keeping these limitations and dependencies in
mind, how can we be or become confident in the
GCM projections of CO,-induced equilibrium cli-
mate change? To have confidence in the GCM sim-
ulations of a potential future climate requires that
these models correctly simulate at least one known
equilibrium climate, with the present climate be-
ing the best choice because of the quantity, quality,
and global distribution of contemporary instrumen-
tal observations. However, an evaluation of the fi-
delity of a GCM in simulating the present climate
is not simple for a variety of reasons, including how
well the simulated and observed climates represent
their corresponding equilibrium climates and the
poor quality of the observations of many climatic
quantities such as precipitation over the ocean and
soill moisture. However, forgetting these difficul-
ties for the moment, suppose that a GCM simu-
lates the present climate perfectly. How then can
we gain confidence in its ability to simulate another
climate different from that of the present? In the
case of weather forecasting, this question can and
has been answered by making thousands of fore-
casts and comparing them with the actual evolution
of the weather. Unfortunately, this cannot be done
for climate because only a few paleoclimatic recon-
structions have been made, and these may or may
not be of sufficient quality to provide a meaningful
assessment of the GCM’s capability. Thus, there is
an inherent limitation in our ability to validate the
accuracy of GCM perturbation simulations, which
thereby affects our confidence in the accuracy of the
GCM simulations of CO,-induced climate change.

The state of the art is that GCMs simulate the
present climate imperfectly, although some of the
models do reasonably well, at least for the limited
climatic quantities considered in this chapter and
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within our subjective assessment of the reliability
of the observations. Yet these models frequently
employ treatments of dubious merit, including pre-
scribing the oceanic heat fiux, ignoring the oceanic
heat flux, and using incorrect values of the solar
constant. Such approximations indicate that the
models are physically incomplete and/or have er-
rors in the included physics. Furthermore, the state
of the art is that the CO.-induced climate changes
simulated by different GCMs show many quantita-
tive and even qualitative differences; thus, we know
that not all of these simulations can be correct, and
perhaps all could be wrong. It is not productive
now to dwell on the inherent limitation in estab-
lishing the confidence of the GCM simulations of
equilibrium climate change. Rather we must con-
centrate on understanding the differences and sim-
ilarities of the most recent simulations and develop
more-comprehensive models of the climate system.
The actions required to meet these two goals are
elaborated below.

4.5.1 Goal I: Understanding the Contemporary
General Circulation Model Simulations

Four simulations of CO,-induced climate change
using atmospheric GCM/mixed-layer ocean models
that include the annual cycle have been performed,
namely, the CO,; quadrupling study by Manabe and
Stouffer (1980) with the GFDL model and the CO,
doubling studies by Hansen et al. (1984) with the
GISS model, Washington and Meehl (1984) with the
NCAR model, and Wetherald and Manabe (1986)
with the GFDL model. Among these four simula-
tions, there is a factor of two difference in the global
mean surface air temperature warming, and among
the latter three (which have predicted clouds) there
is a factor of two difference in the tropical surface
air temperature changes. To understand these dif-
ferences, an estimate of the feedbacks in each GCM
should be obtained with a compatible RCM follow-
ing the feedback analysis performed by Hansen et
al. (1984). An intercomparison of these feedback
analyses for the GCMs will allow ranking of the
feedbacks in terms of magnitude, and thereby illu-
minate the likely parameterized physical processes
responsible for the differences.

GCM sensitivity studies should then be per-
formed to verify the findings of the RCM feedback
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analysis. For example, if it is indicated that cloudi-
ness or ice albedo feedback is dominant, then a pair
of 1 x CO; and 2 x CO, GCM simulations should
be made with noninteractive clouds or sea ice and
compared with the existing simulations with inter-
active clouds or sea ice. On the other hand, if wa-
ter vapor feedback is dominant, then simulations
with a different parameterization of cumulus con-
vection may be warranted. Because these sensitiv-
ity studies may involve many reruns of the mod-
els, each for a period of several decades, it may be
more economical to employ the adjoint sensitivity
method described in Appendix C. Having estab-
lished by RCM feedback analyses and GCM sen-
sitivity studies which of the parameterized physical
processes are most important for the CO;-induced
climate changes, how can we determine which of the
contemporary parameterizations, if any, is correct?
The answer is described below.

4.5.2 Goal II: Development of
More-Comprehensive
General Circulation Models

The development of more-comprehensive models is
subdivided below into the validation of the param-
eterizations of subgrid scale processes, the develop-
ment of physically based cloud parameterizations,
and the development of coupled atmosphere/ocean
GCMs.

4.5.2.1 Validation of Physical Process
Parameterizations

In the past, simple parameterizations of the un-
resolved or subgrid scale physical processes have
been developed. The simplicity of the parameter-
ization has been justified because the processes are
extremely complex, whereas our understanding of
them is limited. This in fact was the justification
for parameterizing cumulus convection by moist adi-
abatic adjustment (Manabe et al. 1965). Yet it
is clear that this parameterization ignores penetra-
tive convection and, therefore, produces a different
vertical profile of heating from a parameterization
that includes penetrative convection. Furthermore,
there is circumstantial evidence that these differ-
ences in the convective vertical heating profile may
be responsible for the differences in the tropical
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profiles of CO,-induced temperature changes in the
most recent GCM simulations.

Accordingly, it is now time to begin the very
difficult task of systematically validating the GCM
parameterizations of subgrid-scale processes. For-
tunately, a prototype validation procedure has been
developed and is currently being carried out, in this
case for the parameterization of radiative transfer
under the Intercomparison of Radiation Codes in
Climate Models (ICRCCM, see Luther 1984). Fol-
lowing this prototypical program, scientists world-
wide would be invited to intercompare results from
their parameterizations for specifically agreed upon
cases. However, to reduce the possibility that the
parameterizations may all agree and yet be incor-
rect, it is essential to have corresponding results
from highly detailed models that actually resolve
the physical processes whose parameterizations are
being compared and to have actual observations to
validate these highly detailed models. Such a pro-
gram, for example, the Intercomparison of Param-
eterizations in Climate Models (IPCM), should in-
vestigate all of the parameterized physical processes
in the order of importance indicated by the pre-
viously described feedback analysis and sensitivity
studies.

4.5.2.2 Development of Physically-Based
Cloud Parameterizations

In Section 4.2, evidence was presented that cloud
optical depth feedback may be large enough to po-
tentially reduce the CO,-induced global mean sur-
face air temperature warming by 50%. Yet none
of the GCM simulations of CO,-induced climatic
change has included cloud optical depth feedback.
These facts suggest that the contemporary esti-
mates of a global mean warming of 3.5 to 4.2°C
could potentially be reduced to 1.7 to 2.1°C by
cloud optical depth feedback. Furthermore, such
a halving of the global mean temperature sensitiv-
ity would likely also give a corresponding reduction
in the projected increase in global mean precipita-
tion rate. Clearly, the uncertainty about cloud op-
tical depth feedback must be considered to be one
of the major uncertainties in our contemporary pro-
jections.
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To rectify this deficiency, the development of
physically based models of clouds and their radia-
tive interactions is required. In particular, it is
imperative that cloud liquid water and cloud ice
amounts be predicted in GCMs, and that the ef-
fects of these variable cloud quantities on the opti-
cal depth of clouds be incorporated in the models.
Such parameterizations should be validated, as de-
scribed in Subsection 4.5.2.1, and then implemented
in GCMs to ascertain the effects of cloud optical
depth feedback on CO.-induced climate change.

4.5.2.3 Development of Coupled
Atmosphere/Ocean
General Circulation Models

The earliest GCM simulations of CO,-induced equi-
librium climate change were performed using a
swamp ocean model without heat capacity and
without horizontal or vertical heat transport. These
GCM/swamp ocean models permitted simulation of
the CO,-induced changes in what has been inter-
preted as the annual mean climate. The most re-
cent GCM simulations have employed a mixed-layer
ocean with prescribed depth, prescribed horizontal
heat transport (usually zero), and no vertical heat
transport. These GCM /mixed-layer ocean models
permit simulation of the CO,-induced changes in
the annual cycle of climate. Yet these models do not
allow any feedback caused by changes in the ocean’s
horizontal heat transport, nor do they allow ther-
mal communication between the mixed layer and
the underlying thermocline, intermediate, and bot-
tom waters. The absence of oceanic horizontal heat
transport forces the atmosphere to perform not only
its own heat transport but that of the ocean as well.
This probably produces errors in the atmospheric
general circulation. The absence of vertical heat
transport in the ocean probably produces errors in
the simulated sea surface temperatures that also
likely cause errors in the atmospheric general cir-
culation (Meehl and Washington 1985a). Although
it is possible to reduce these errors by prescribing
the oceanic horizontal heat flux by the method of
Hansen et al. (1984), this does not permit the feed-
back that changes in the ocean temperature struc-
ture and currents would produce. The neglect of
this feedback in contemporary GCMs, and partic-
ularly its potential impact on the surface albedo

144

feedback through changes in sea ice extent, must be
regarded as a major uncertainty in contemporary
projections.

To decrease this uncertainty requires the devel-
opment of coupled atmosphere/ocean GCMs and
their application to the CO,-climate issue. Actu-
ally, prototypical calculations of CO,-induced cli-
mate change with coupled atmosphere/ocean GCMs
have been carried out by Bryan et al. (1982) and
Bryan and Spelman (1985) with limited-domain
versions of the GFDL model, and by Schlesinger
et al. (1985) with the global OSU model. Whereas
these simulations principally were carried out to de-
termine the characteristic time scale for the tran-
sient climate change induced by increased CO, (see
Chapter 5), they are also of interest for studying
the equilibrium climate change. However, for the
present discussion, it is the simulation of the 1 X
CO, sea surface temperature that is of importance.
The study by Han et al. (1985) of the OSU simula-
tion described above, and the earlier coupled model
studies by Manabe et al. (1979) and Washington
et al. (1980) show systematic errors in the simu-
lated sea surface temperatures in comparison with
observations. These errors can be due to deficien-
cies in the individual ocean and atmospheric models
and/or to the interaction between the atmosphere
and ocean models. These errors can have a large
impact on the extent of the simulated sea ice and,
thereby, affect the surface albedo-feedback mecha-
nism.

The analysis and correction of the simulation
errors of coupled atmosphere/ocean GCMs are of
fundamental importance in addressing our ability to
simulate climate and climate change. These tasks
and the enormous computational resources they re-
quire must be given high priority.
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5.1 INTRODUCTION

.Most climate models have been designed to further
our understanding of the long-term equilibrium cli-
mate response that results from long-term and sus-
tained changes in external forcing. Such models,
therefore, are concerned mainly with hypothetical
steady-state climates (see Chapter 4 of this vol-
ume). In the real world, however, climate is rarely, if
ever, in a steady state; observed climatological prop-
erties almost always exhibit some variability from
one averaging period to the next. Transient (time-
varying) climatic behavior has occurred over a wide
range of time scales in the course of the Earth’s ge-
ological evolution (see Chapter 7). Such variations
have been caused by a variety of external and in-
ternal factors (see Figure 3.2 in Chapter 3), some
of which are not entirely understood at present. It
is almost certain that changes in atmospheric com-
position, including the amount of carbon dioxide
(CO;) and perhaps other radiatively active trace
gases In the atmosphere, have influenced and regu-
lated the Earth’s temperature and climate via the
greenhouse effect.

The modeling of transient climate change driven
by greenhouse heating from the increase in CO; con-
centration over the last 130 years is the subject of
this chapter. This type of analysis requires treat-
ment of all of the factors associated with model-
ing steady-state climates (see Chapter 4) plus the
significant additional dimension of time. For ex-
ample, the finite heat capacity of the oceans plays a
critical role in damping climate fluctuations relative
to values predicted by steady-state sensitivity mod-
els. In the case of increasing CO, concentrations
in the atmosphere, the system may never reach the
steady-state warming associated with the amount
of CO, in the atmosphere at any given time (e.g.,
Wigley and Schlesinger 1985b). On the other hand,
for some scenarios of fossil fuel use in which CO,
emissions are drastically cut back early in the next
century, it is possible for global warming to continue
beyond the point of emission cutoff as a result of the
nonequilibrium transient (Michael et al. 1981).

As an introduction to estimating the transient
climatic effects over the period 1880-1980 (and ear-
lier), when worldwide combustion of carbonaceous
fossil fuel and other factors were increasing atmo-
spheric CO, concentrations, consider the time series

of surface air temperatures (Vinnikov et al. 1980;
Jones et al. 1982) shown in Figure 5.1 and sea ice
cover (Vinnikov et al. 1980; Zwally et al. 1983)
shown in Figures 5.2 and 5.3. As described more
fully in the accompanying state-of-the-art report
on the Detecting the Climatic Effects of Increas-
ing Carbon Diozide (see Chapter 4 by Wigley et
al. 1985), there is no clear indication of a mono-
tonic warming over this period, as would be antici-
pated from the observed buildup of CO, in the at-
mosphere. Instead, these data sets indicate a com-
plex picture including interannual variability and,
perhaps, some systematic trends. Indeed, the global
temperatures seem to have increased from 1885-
1935, and the extent of Arctic sea ice decreased
from 1925-1945. This was followed, however, by
a leveling off and then a subsequent decrease in
temperature. Although it is possible that the data
sets are incomplete, these surface air temperatures
do not appear to display the monotonic increase in
global mean temperatures predicted by CO,-driven
climate models. This does not necessarily mean
an absence of an effect thus far, because the su-
perposition of climatic variability from other causes
may obscure the signal. Among other things, there-
fore, transient climate models are needed to address
whether historical records are consistent with pre-
dictions of past warming from increasing CO, con-
centrations, as well as where and when a climate
change is likely to be observed in the future.
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Figure 5.1. Annualmean surface air temperature anomalies from
1880-1981: (solid curve) Vinnikov et al. (1980); and (dashed curve)
Jones et al. (1982). Figure from Weller et al. (1983), and includes
points updated to 1981 by Jones.
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Figure 5.2. Annual mean and 5-year running mean sea ice

amount in the Arctic Ocean from 1920-1975 (data from Vinnikov
et al. [1980]).

To understand transient changes, it is necessary
to understand how they are different from the equi-
librium conditions considered in Chapter 4. Under
steady-state conditions, the Earth’s surface temper-
ature is governed by the balance between solar heat-
ing and planetary cooling by longwave radiation to
space. The main effect of greenhouse gases—water
vapor, carbon dioxide, ozone, and certain trace
gases—is to cause the spectrally averaged radia-
tive cooling to occur from the atmosphere at higher,
colder altitudes than if all the radiation came from
the warmer surface of the planet, as would occur if
there were no atmosphere. This greenhouse effect
leads to the global mean surface temperature of the
Earth being some 33°C warmer than it would be in
the absence of the atmosphere.

If a sudden increase in atmospheric CO; concen-
tration were to occur, the planet’s radiative balance
would be perturbed because the cooling rate would
decrease. To restore the balance, the system would
create a new climate by increasing the surface and
tropospheric temperature until the longwave cool-
ing from the higher tropospheric altitude associated
with the increased CO, is large enough to balance
solar heating. There are additional positive feed-
backs from increasing water vapor, decreasing sea
ice, and, perhaps, changes in cloud extent and dis-
tribution. The best estimates are that, together,
these feedbacks amplify the CO,-only warming by
a factor of two to four (see Chapter 4). By itself,
the atmosphere would come into a new steady state
after a sudden change in the amount of CO, within
a few months, but the high heat capacity of the
surface ocean and underlying waters prevents such
a rapid adjustment, resulting in a transient lag.
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Figure 5.3. Annual (12-month running) mean of sea ice amount
in the Southern Ocean off Antarctica from 1973-1981 (data from
Zwally et al. [1983]). All series exhibit short-period {2-10 y) oscil-
lations.

The coupling of the various thermal reservoirs
of the climate system that can store heat is a cen-
tral feature of the transient problem. So too is the
relationship between climate sensitivity, including
internal feedbacks, and the relaxation times of the
heat-storing reservoirs. In the sections that follow,
we begin with a description of a simple model for
the transient response, analyze the time scales that
come into play, and discuss the types of external
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forcing and the time lags that can result. With the
help of these ideas to put the problem in context,
applications of climate models developed thus far
for studies of the time-dependent climate response
to increasing CO, concentrations will be reviewed,
and areas of future research will be discussed.

5.2 A CONCEPTUAL MODEL FOR
UNDERSTANDING THE TRANSIENT
RESPONSE OF GLOBAL CLIMATE

To fully assess the impact of fossil fuel CO, on world
climate, it is necessary to predict the transient re-
sponse of a broad range of climatological variables
(including temperatures, winds, precipitation, and
hydrology) with sufficient spatial resolution to de-
termine regional effects. The development of this
capability requires use of coupled general circula-
tion models (GCMs) of the Earth’s atmosphere and
oceans. However, certain essential features of the
problem can be illustrated with simpler thermody-
namic energy balance models (EBMs), which sacri-
fice detail for clarity of analysis by focusing on the
principle of conservation of energy.

To put the results of more detailed models in
context, consider the following conceptual model of
the global energy balance. Let T be the global an-
nually averaged surface temperature of the Earth,
without, at this point, differentiating between air,
water, or land temperatures. Also, let ¢ be the sur-
face atmospheric water vapor concentration, and let
¢ be the concentration of CO, (well mixed in the
troposphere). These constituents are of the order 1
and 0.03% by volume, respectively, at present. Asin
radiative-convective models of the troposphere, as-
sume that the vertical temperature and water vapor
profiles are defined by their surface values, and that
¢(T) is given by the surface relative humidity and
the (Clausius-Clapeyron) equation for water satu-
ration vapor pressure.

The outgoing infrared (IR) energy radiated to
space per unit surface area can be expressed by a
relation of the form Q;r = Qr(T,g,c,...), which
includes the effect of integration over the entire IR
spectrum and all path angles. Results of radiative-
convective models suggest that Q;r decreases ap-
proximately linearly with the logarithm of ¢ (Au-
gustsson and Ramanathan 1977). Such models, as
well as direct observations by satellite radiometers
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(see, e.g., Warren and Schneider 1979), also indicate
that Qg increases approximately linearly with T.
Let So, ag, co, and Ty be the solar constant, plane-
tary absorptance, atmospheric CO, concentration,
and global mean surface temperature, respectively,
at some reference state close to that of the current
climate. The IR flux to space is then expressible
approximately by a first-order Taylor series expan-
sion in the vicinity of the reference state denoted by
subscript zero:

[

Qur(Tyc,q)~ Qo - Aln (?) L BT -Ty), (5.1)
0
where Q¢ = @0Sy/4 is the absorbed solar flux, which
is equal to the outgoing IR flux at the reference
state, and

A= - {-——-—aQ’ ‘2 } ,
oln (&)},
B= {3Qm } i {an} (ﬂq_)
or J,. dq ) . \0T

are coefficients that are essentially constant within
the range of validity of the expansion. The second
term on the right-hand side of the equation for B is
the effect of water vapor-IR feedback and is negative
because water vapor decreases the outgoing radia-
tion, but this term is smaller than the first positive
term. The flux Q;r represents a distribution that
peaks at a wavelength near 15 um and is spectrally
separated from the incorning solar lux, which peaks
near 0.5 pm.

Without feedbacks, the incoming solar flux ab-
sorbed by the Earth is simply Qs = aS/4, where S
is the solar constant, a is the planetary absorptance,
which is equal to incoming minus reflected solar en-
ergy, and 1/4 is the disk-to-surface-area ratio. In
the presence of albedo-temperature feedback from
sea ice and highly reflective snow cover on land,
which is rapidly responding, absorbed solar radi-
ation increases with increasing temperature as

1 da
Qs(T,5,0) = 15 [a + (ﬁ) (T - To)] . (5.2)
Additional feedback terms having a tempera-
ture dependence can enter the right-hand sides of
Equations (5.1) and (5.2). A possibly important
but uncertain feedback is associated with cloudiness
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change during climate change. Suppose, for exam-
ple, a warmer planet is cloudier. This decreases Qg
because more radiation is backscattered to space
(clouds give the planet a higher albedo, or bright-
ness); but clouds also decrease Q;r by intercepting
IR characteristic of high surface temperatures and
radiating to space at a lower temperature. Cess
(1976) and Cess et al. (1982) have argued from ob-
servational data that the effects tend to compen-
sate in @negr = Qs — @ir, which drives climate
change (see also the discussion by Kandel 1983).
Although we omit the cloudiness feedback from our
simple model, it is worth mentioning that a num-
ber of GCMs include it through cloud and radiation
parameterizations (see below).

It is useful to define the linear damping coeffi-
cient,

A= [M] ~B - isog; . (5.3)

orT

The approximation on the right-hand side includes
water vapor-IR feedback (through B) and albedo-
temperature feedback. More general expressions
could be developed, in principle, to include cloudi-
ness or other feedbacks, if their physics were bet-
ter known from theory or observations. Neglecting
higher order contributions from the perturbations
AT =T - Ty, AS =S - 8, Aa = a — ay, and
Ac = ¢ — ¢g, the net radiation (positive downward
into the planet) for conditions in the vicinity of the
reference state (where Qngr = 0), from Equations
(5.1)-(5.3), is:

QNET(Ta Sa a,c, ) - QS - QIR
~ A [T.(S,a,c) - T], (5.4)

where

T.(S,a,¢) =T, + A7! B (Sa — Spag) + Aln (i)}
Co

:T0+,\~1{Q0 [9§+39]+A1n(1+§)}

So aop Co
:T0+’\—1AQNET (5.5)

is the equilibrium temperature. This reference tem-

perature was introduced by Hoffert et al. (1980)
to express the shifting equilibrium tendency of the
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system in terms of factors forcing the climate sys-
tem during transient climate change. As defined
by Equation (5.5), T. represents the temperature
at any time toward which the system relaxes for
values of S, a, or ¢ that are different from those
of the subscript zero reference climate. Note that
T.(t) could itself be time dependent, being driven,
for example, by time variations in solar, volcanic,
and CO; greenhouse forcing through the time vari-
ations in S(t), a(t), and c(t). This list of external
causes is not exhaustive; Chapter 6 of this volume,
for example, also estimates effects of potentially im-
portant anthropogenic greenhouse gases other than
CO, (e.g., methane, nitrous oxide, and chlorofluo-
rocarbons) on the equilibrium temperature.

In this simple model, we assume that the instan-
taneous imbalances in Qngr are absorbed by only
the well-mixed surface layer of the world oceans,
which is taken to be of the order of 100 m thick.
Heat capacities of the atmosphere and thermally
interactive land surfaces are negligible by compar-
ison, although the low heat capacity of land could
affect the results if global air masses are not well
mixed (see Thompson and Schneider 1979). Here
we make the infinite wind assumption of Thompson
and Schneider (1979) and assume that the plane-
tary thermal inertia is dominated by the oceanic
mixed layer. The heat capacity per unit area of
ocean of such a layer is approximately 4 x 10® J
m~2 K-!. The global mean temperature T'(t) is
then governed by the simple differential equation
CdT/dt = Qner = A[T(t) - T}, or

_dz — [Te(t) — T] , (5.6)
dt Trm

where 7., = C/) is a characteristic radiative cool-
ing time of the mixed layer. Note also from Equa-
tion (5.5) that the change in equilibrium tempera-
ture, AT. = T, — Ty, arising from changes in S, a,
and c is expressible as

S A
AT, = Br (9— -+ éﬁ) + B.1n (1 + ——c) , (5.7)
SQ ap Co
where 8r = Q/) and B, = A/ are climate sensi-
tivity parameters. Typical values of the first two

coefficients appearing in Equation (5.1) and above
are (Hoffert et al. 1980): Qo ~ 238 W m~? and

A = 7.93 W m~2. Thus, both the relaxation time ‘
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of the mixed layer and the equilibrium tempera-
ure change scale inversely with the damping co-
ficient A defined by Equation (5.3). These effects
are in some sense compensatory, because a more
sensitive climate (smaller \) gives a larger temper-
ature change in the final equilibrium, but it may
take longer to get there. In any event, the numer-
ical value of A, a quantity associated with EBMs,
GCMs, and the real climate, is obviously a key pa-
rameter in estimating both the equilibrium sensitiv-
ity and the transient response.

Warren and Schneider’s (1979) analysis of at-
mospheric radiation data suggest B = dQr/dT is
in the range of 1.0 — 3.5 W m~2 K~!, which in-
cludes the direct temperature effect on radiation
plus water vapor feedback. Values in a comparable
range are generated by radiative-convective climate
models. However, the linear damping coefficient
A = B—(1/4)S,3a/9T, which appears in Equations
(5.4), (5.5), and (5.7), includes the effect of surface
albedo-temperature feedback; in the classical case
warmer (cooler) temperatures lead to less (more)
extensive snow and sea ice, in turn leading to still
warmer (cooler) global temperatures. Watts (1983)
has estimated that (1/4)S,0a/dT may be some 50%
of B, thus decreasing A by 50%. Such a value would
decrease A, relative to B. Although empirical sea-
sonal and zonal relationships between temperature
and planetary albedo have been used in simple cli-
mate models, the observed relationships depend on
moisture variations as well as temperature, and it is
not clear how moisture would change with long-term
climate change. Some modelers (i.e., Killén et al.
1979) have even suggested that snow and ice cover
at some latitudes and during some seasons might in-
crease with a climate warming, thereby increasing
A relative to B. These uncertainties are lumped to-
gether in the linear damping coefficient and will be
shown presently to have a major effect on both the
steady-state and transient response. For purposes
of estimation in this conceptual model, we assume
a nominal value A ~ 2.2 W m~2 K-1, although con-
siderable variation exists in the literature derived
from the output of general circulation models. Har-
vey and Schneider (1985b), for example, on the ba-
sis of numerical climate sensitivity studies, use a
nominal A of 1.8 W m~2 K~!. Our nominal base
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case of A = 2.2 W m~2 K- (Hoffert et al. 1980)
corresponds to:

(2.8><108.]m‘2 K‘1>x( ly )
22 Wm2 K-1 3.15x 107 s

Trem =
~4y, (5.8a)
238 W m~2
~ ~ 108 K 5.8b
Br (2.2wm—2 K—l) ’ (5.8b)
7.93 W m~2
~ ~36 K. 5.8
B (2.2 W m-2 K-l) 3 (5.8¢)

The sensitivities correspond to a AT, of ~ 1°C for
a 1% solar constant increase. The value A = 7.93
W m~2 corresponds to an increase in net radiative
forcing to the planet per unit area of AQngr =
~AQr = +7.93In2 ~ 55 W m~2 for 2 x CO,
doubling, which was calibrated to recover AT, =
AQnEeT/ X ~ 2.5°C for a CO, doubling for the value
A = 2.2 W m 2 K-! used here. This tempera-
ture change is consistent with the prior conclusions
of the National Research Council (NRC 1982) that
the equilibrium global surface warming from a dou-
bling of CO, is “near 3°C, with a probable error of
+1.5°C.” More recent studies with GCMs suggest
comparable values for CO, sensitivity (see Chapter
4), although perhaps with a greater range of uncer-
tainty (Schlesinger 1983). However, it is clear from
our analysis that the equilibrium global warming
depends on the ratio of the direct radiative forc-
ing from the CO, greenhouse effect to the damping
parameter. In assessing transient model results, it
should be borne in mind that the forcing, AQNEr
for a CO, doubling, in addition to A, is known to
vary from model to model. For example, Bryan et
al. (1982) have a forcing of 6.5 W m~2 for 4 x CO,,
which corresponds to 3.25 W m~2 for 2 x CO,,
whereas Hansen et al. (1984) have a direct forcing
of 4.3 W m~2 for 2 x CO,.

The main difficulty in making even so elemen-
tary a prediction as AT, from a CO, doubling is
the potentially important role of various poorly un-
derstood feedbacks: Watts (1983), for example, es-
timates an upper value of da/dT ~ 0.0034 K~!. A
value only half as large gives an albedo-temperature
feedback contribution to A of —(1/4)S,0a/0T ~
~0.6 W m~2 K~!, lowering A by Equation (5.3)
to 1.6 W m~2 K!. Cloudiness feedbacks may ei-
ther increase or decrease A, depending on whether
the negative cloud-albedo feedback dominates the
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positive cloud greenhouse feedback, or vice versa,
with corresponding effects on 7,,, and AT.,. In their
recent GCM simulation in which AT, ~ 4°C for
a CO, doubling, Hansen et al. (1984) attribute
~35% of this warming to positive cloudiness feed-
back. But there are counterexamples, such as Wash-
ington and Meehl’s CO,-doubling experiment, cited
by Schlesinger (1983), in which their GCM with in-
teractive clouds gave a negative feedback, which is
less warming than with fixed (no feedback) clouds.
Other feedbacks can occur in climate models that
incorporate coupled atmosphere-ocean GCMs, such
as the idealized continental geometry model un-
der development at the Geophysical Fluid Dynam-
ics Laboratory in Princeton, New Jersey (Bryan et
al. 1982). In summary, a nominal A value of 2.2
W m~2 K~! is within the range of uncertainty, but
values greater or smaller than this by a factor of
two associated with poorly understood feedbacks
are possible and cannot be ruled out.

Finally, consider the solution to our simple
mixed-layer model of Equation (5.6) for a step func-
tion change in forcing, AQnEgr, corresponding to
AT, =T, — To = AQngr /) = constant, applied at
t = 0. Such a change can be thought of as arising
from a sudden increase in the atmospheric CO, con-
centration maintained at a constant elevated level.
This has become a standard diagnostic problem for
transient climate models. The global temperature
response is then a simple exponential approach to
the new equilibrium temperature,

AT() =T - Ty = AT. [1 - ezp (— r,t,,,)] . (5.9)

The major results of this analysis are as fol-
lows: (1) A step increase in global heating rates,
and hence in global equilibrium temperature, tends
to be balanced by increased IR cooling until a new
steady-state temperature is attained. This is a con-
sequence of A being positive, which implies that the
climate is stable to small disturbances. (2) Positive
(amplifying) feedbacks, such as water vapor-IR and
ice-albedo, decrease A, and negative feedbacks in-
crease A. (3) For a given forcing and system heat
capacity, both the equilibrium (long-term) temper-
ature change and the thermal relaxation time in-
crease with decreasing A; that is, the more positive
the feedbacks, the greater the steady-state sensitiv-
ity, but it takes longer to approach a steady state.
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5.3 TRANSIENT TIME SCALES OF
MULTIRESERVOIR CLIMATE MODELS .

The behavior of the transient climate response can
be mathematically modeled by a system of cou-
pled ordinary or partial differential equations based
on the conservation of energy. The model equa-
tions described here are highly simplified. In par-
ticular, they neglect (or at best parameterize) dy-
namic effects that are responsible for energy trans-
port. The solutions—typically obtained by numer-
ical integration by a computer but available an-
alytically under certain very idealized simplifying
assumptions—define the time-dependent tempera-
ture distributions in a set of energy-exchanging
thermal reservoirs in response to some specified ex-
ternal forcing. On the time scale of the CO, climate
problem, these reservoirs should include at least the
atmosphere, land, surface, upper mixed layer of the
ocean (including sea ice), and the deep sea. On
very long time scales, polar ice caps may need to be
treated.

5.3.1 A Four-Reservoir Model

As a first step beyond the single-reservoir EBM
of the last section, we now consider the transient
response of a horizontally averaged (vertically re-
solved), coupled four-reservoir EBM, in which each
layer represents one of the four global heat reservoirs
cited above. This model is motivated by our inten-
tion to discuss the various time scales that can come
into play during the transient response. Although
the four-reservoir model discussed below is substan-
tially less complex than coupled atmosphere-ocean
GCMs, it has enough detail, at least schematically,
to illustrate the various time scales involved in tran-
sient response and the role of coupling between
reservoirs.

We will assume that the vertical heat flux within
the layers occurs by radiative transport plus eddy
thermal diffusivity in the atmosphere (i = a), ther-
mal conduction of heat represented by molecular
thermal diffusion to some penetration depth on
land (¢ = ¢), turbulent eddy mixing in the surface
ocean layer (f = m), and small-scale eddy diffu-
sion plus upwelling of high-latitude bottom water
(thermohaline overturning) in the deep sea (i = d).

Both conduction and convective heat transfer are‘
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odeled by Fourier heat conduction laws, Q.. ~

iCik;0T; [0z, where p;, C;, and k; are the density,
specific heat per unit mass, and thermal diffusivity
of the +th reservoir, respectively.

The eddy thermal diffusivities x; used to rep-
resent turbulent motion in the fluid reservoirs ({ =
a,m,d) are orders of magnitude larger than the cor-
responding molecular values. Vertical eddy diffu-
sivity in the atmosphere or ocean can be defined
formally as k; = —(w/T")/(8T:/dz), where the an-
gular bracket denotes a Reynolds average over many
fluctuation times and primes denote instantaneous
fluctuations from the Reynolds average. In labora-
tory boundary layers and in atmospheric boundary
layers using instrumented meteorological towers, it
is often possible to make direct measurements of the
eddy flux (w'T’) and of the mean temperature gradi-
ent 3T /Jz simultaneously, by appropriate averaging
of instantaneous values, and thereby to obtain a di-
rect measurement of k;. In the atmosphere, the hor-
izontal eddy diffusivity associated with atmospheric
motions, k., = —(v'T.)/[0T./3(Ré)], can likewise
be estimated from compilations of atmospheric cir-
culation statistics (e.g., Oort 1983), where v' is a
fluctuation in meridional (poleward) velocity, and
R¢ is the distance from the equator along a merid-
ian. Unfortunately, the vertical eddy diffusivity of
the troposphere is difficult to measure directly ow-
ing to global sampling problems and the smallness
of the w'-fluctuation. Moreover, in the oceans, it
is difficult or impossible with present instrumenta-
tion technology to make either horizontal or ver-
tical eddy diffusivity measurements directly by the
flux-gradient method. Instead, eddy diffusivities are
typically estimated by fitting observed distributions
of transient and steady-state oceanic tracers (tri-
tium, radiocarbon, total carbon, etc.) to solutions
of simple mass-diffusion models of the oceans. This
involves the additional assumption that heat and
mass are transported analogously by oceanic eddies.

A consideration often cited in modeling heat
transfer into the upper kilometer of the ocean
(the thermocline) from oceanographic tracer dis-
tributions is the finding by chemical oceanogra-
phers that mass transport of tracers occurs pre-
dominantly along constant-density (isopycnal) sur-
faces that slant downward at shallow angles toward
midlatitudes from high-latitude outcrops (see Tra-

.balka 1985). This is partly a consequence of the
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stable density gradient in the thermocline damp-
ing the instabilities normal to isopycnals that lead
to mixing. Hoffert et al. (1983) have found that
eddy thermal diffusion across, rather than along,
isopycnals is the dominant mode for downward heat
transport because isopycnals are aligned very nearly
with isotherms in the thermocline, and constant-
temperature surfaces, by definition, have no gra-
dient to provide a net transport of heat along
them. The coincidence of isotherms and isopyc-
nals in the thermocline is clearly illustrated in the
two-dimensional ocean sections presented by Lev-
itus (1982) and results from the relatively small
contribution of salt to the density-temperature re-
lationship in the thermocline. Accordingly, tracer
data must be carefully interpreted in drawing analo-
gies with thermal diffusion to the deep sea. The
way ocean heat transport is modeled, and the values
assumed for the coefficients, are important factors
in predicting climatic transients because the heat
diffusion rate into the deep sea significantly affects
temperature evolution at the Earth’s surface.

With these caveats, we write the upward heat
flux in each of the four reservoirs in the form:

Qa(2) = — Qs(2) + Qir(2)

— PaCoKa (867;0 - F) s (5.10a)
E)
Qel2) = - f’ﬂgfﬂ , (5.10b)
Qm(2) = - pmem;maTm , (5.10c)
pA

K,daTd
0z

Qd(d) = — PacC4 l: w (Td - Tp)} (5.10d)
In the expression for atmospheric heat flux, Q,(z)
and Qr(z) are presumed to be known from a ra-
diative transport model, and T is a specified at-
mospheric lapse rate introduced because the atmo-
sphere’s compressibility makes the potential, rather
than the physical, temperature gradient appropri-
ate in the Fourier heat conduction law. The use of
a Fourier heat conduction law in the expression for
Q. is similar to the model of Liou and Ou (1983)
for the vertical structure of radiative-turbulent at-
mospheres. (One-dimensional, radiative-convective
models typically make a simpler convective-adjust-
ment assumption in which the lapse rate equals T
whenever the model computes an unstable profile

[-9T/dz > I).)
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Figure 5.4 illustrates the major elements of an
energy balance model for the thermal evolution of
the deep ocean, and Table 5.1 provides a list of
thermophysical properties that are important in the
world climate system. The model includes thermal
eddy diffusion, upwelling over most of the area of
the global ocean and downwelling at temperature
T, in polar bottom-water-forming zones. Typically,
£ =2000m® y !, and w ~ 4 m y~!, with the down-
welling flow rate balancing global upwelling. We re-
fer to such a model as an upwelling-diffusion (UD)
model, as opposed to a purely diffusive (PD) deep
sea model with w = 0. A PD model was used by
Oeschger et al. (1975) in deep sea radiocarbon cal-
ibration of k4. Although PD deep sea models have
been used in some transient climate calculations
(Hansen et al. 1981, 1984; Wigley and Schlesinger
1985a, 1985b), they inherently recover a uniform
temperature profile versus depth in the steady state.
The UD model recovers a more realistic exponential
profile in the steady state, @; = 0 (Munk 1966; Hof-
fert et al. 1980, 1981; Cess and Goldenberg 1981;
Harvey and Schneider 1985a, 1985b; Harvey 1985):

Ti(2) = Tp+ (T, — T,) e~ /", (5.11)
where z* = k4/w =~ 500 m is a characteristic depth
scale. Moreover, to re-equilibrate in response to
a change in forcing, the PD model of Hansen et
al. (1984) must adjust Such that the temperature
change at all depths ultimately equals the change at
the surface (Harvey and Schneider, 1985a, 1985b).
In UD models, the equilibrium temperature change
can decrease with increasing depth. Thus, the total
heat required to reach equilibrium is greater in PD
models than in UD models with a cold polar bottom
water source.

The transient energy balance in each reservoir
requires that its time derivative of enthalpy per
unit volume (the rate of increase of heat storage)
be equal to the negative heat flux gradient (energy
added per unit volume by heat transfer),

a (piciTi) _ _aQe
ot T 9z

Substituting Equations (5.10a)-(5.10d) into (5.12)
gives a system of four time-dependent partial dif-
ferential equations governing the vertical tempera-
ture distribution in each reservoir. These equations

(5.12)

100m
ATMOSPHERE, ( )4

(L L L L L 7 QT TTIR
MIXED LAYER, { )m

DEEP SEA, ( )q4

with
mean upwelling
w= -dz/dt

and
eddy diffusivity v T

K=<w( )>9()ldz 2 wA ~ 4000m

SEA FLOOR BOUNDARY '
CONDITION

[Ka( Yoz + w( )]hd =w( )p

a0

OCEAN SEDIMENTS

Figure 5.4. Schematic diagram of an idealized, one-dimensional
box-advection-diffusion model for the world oceans showing cou-
pling to other reservoirs. The sea floor boundary condition of this
model equates the heat flux downwelled from the polar sea to the
net (upwelling plus diffusion) upward heat flux at the ocean bot-
tom.

are second-order in the z-variable, meaning that,
in addition to initial profiles, two boundary values
need to be specified per reservoir to get a solution.
Because the reservoirs are coupled, we need bound-
ary conditions at the top of the atmosphere and the
bottom of the deep sea and two conditions at each
interreservoir boundary.

In general, the surface temperature of the at-
mosphere and the surface temperature of land and
sea are separated by an atmospheric boundary layer
across which heat flux is continuous but tempera-
ture can jump; the transition is actually continuous,
but rapid, in the thin surface layer on the order of
10-50 m thick. Taking into account the land/sea
fractionation of heat flux, where F,, ~ 70% is the
global mean fraction of the Earth’s surface covered
by water, we express the surface heat flux boundary
condition,

Qa(0) = (1 - £.)Qe(0) + fuQum(0) .  (5.13)
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Table 5.1
Thermophysical Properties and Relaxation Times of the
Horizontally Averaged World Climate System

World Ocean®

Atmosphere® Land® Mixed Layer Deep Sea

Property i=a i=1 i=m i=d
Horizontal Area, 4,(m?) 5.10x 104 1.76x 104 3.34x1014 3.34x1014
Depth, k,(m) 8400 2.3 100 4000
Density, p; (kg m~%) 1.2 2800 1030 1030
Mass, m,;=p;h; A;(kg) 5.10x1018 1.13x 1018 3.44x101° 1.38x102!
Specific Heat, ¢, (J kg™! K~1) 1000 750 4000 4000
Heat Capacity, m,c,.(J K—1) 5.10x 1021 8.48x1032° 1.37x102%3 5.52x 1024
Therma!l Diffusivity, K,(m? y~1!) 3.2x108 16 3.0x10* 2.0x10%
Diffusion Time, Tdiff — h'2 /K,-(y) 0.2 0.3 0.3 8000
Internal Mixing Time, 7, (y) 0.2 0.3 0.3 900
Radiative Relaxation Time?,

(47a?B)(y) 0.1 0.02 3.9 156

For this thermal response analysis, the atmospheric reservoir is reduced to sea level density p,=1.2 kg m 2 so the effective depth is
the scale height ha=m,/(paAa), where m, is Verniani's (1966) value of atmospheric mass and Aq=4naZ? is the Earth’s surface area
based on a planetary radius a = 6.37x10® m. The values of cpq and k. are typical values for specific heat and vertical eddy diffusivity
in the troposphere.

Whereas the Earth’s crust is some 40 km deep under continental surfaces, the zone of thermal interaction with climatic forcing is
confined to a thin skin depth (Sellers 1965), hl:(ZM/ﬂ)l/z, where {1 is the circular frequency of the thermal wave applied at the
surface. For consistency with the oceanic mixed layer, which is formed by forcing on an annual timescale, we set {1=27 rad y 1. The
values of density, specific heat and molecular thermal diffusivity are typical of soil.

The oceanic horizontal area is based on a 4100 m deep world ocean (mean depth of the Atlantic, Pacific and Indian Ocean basins
excluding adjacent seas) and the Sverdrup et al. (1942) value of world ocean volume. This gives a fraction of the Earth covered by
ocean of fo=Aoc/Aa=0.65, somewhat less than the value based on the actual surface ocean area. This is compensated for to some
extent by considering floating sea ice as part of the land surface. A typical mixed layer depth of 100 m is assigned (Kraus and Turner
1967). Eddy diffusivities of the mixed layer and deep sea are typical, but mixing time for the deep sea reservoir ngl‘d:(Kd/hﬁ +
w/hg)~! includes the influence of a world ocean upwelling rate of w ~ 4 m y~! (see text).

Based on a linear damping coefficient, B = 2.2 W m~2 K~! in the approximation for longwave radiation to space, i.e., 47a?B = 3.54
x 1022 J K—! y~1. Source: Hoffert et al. {1981).

We assume that both sensible and latent heat trans-
fers across the turbulent surface boundary layer are
proportional to the temperature jumps AT,,, and
AT,,. Equating this surface heat loss to diffusive
heat flux into the atmosphere gives

“PaCaKa <% - F) = ’7maATma

dz
= 'YEaATZa ) (514)

where the ~,,’s are heat transfer coefficients (1 =
m, £) that include the effect of both sensible and
latent heat transfer and depend on surface wind-
speed. These considerations and Equation (5.8a)
lead to surface energy balancesfor the land and wa-
ter temperature differences

[Qa(0) + Q5(0) — Qir(0)]
Yia

AT,; -

Y

m, ¢ (5.15)
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between the atmosphere and land (1 = £) or, ocean
(f = m) reservoirs. Equations (5.13) and (5.15)
are the interreservoir boundary conditions needed
to couple the atmosphere and oceans. The climato-
logical data presented by Oort (1983, p. 94) indi-
cate that the ocean surface is a few degrees warmer
on an annual mean basis at a given latitude belt
than is the corresponding zonally averaged surface
air temperature (AT,,, > 0), with the largest values
of AT,., occurring at high latitudes.

It is also possible for the temperature differ-
ence between the surface and the atmosphere to
change in the transition from one climate state to
another, owing primarily to the different ratio of
latent-sensible boundary layer heat transport. An
example of differential warming of the air and sea
is Harvey and Schneider’s (1985a, 1985b) transient
model, whose step function response has air and wa-
ter temperatures asymptotic to different long-term
values (see Figure 5.14). The coupled atmosphere-
ocean GCM of Bryan et al. (1982), for example, also
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shows sea surface temperatures responding differ-
ently than surface air temperatures to a step func-
tion forcing during the transient phase (see Fig-
ure 5.19b). Observations of global sea surface tem-
perature changes from 19001970 by Paltridge and
Woodruff (1981) indicate marked differences rela-
tive to the air temperature record, although these
variations are less pronounced in a more recent sea
surface temperature data analysis by Folland et
al. (1984). In any event, it is important in tran-
sient model tests to track both surface-ocean and
surface-air temperatures, and to compare model re-
sults against the appropriate data base.

5.3.2 Transient Relaxation Times

We will now discuss time scales of various pro-
cesses that come into play during the transient re-
sponse. If transfer to the deep ocean is negligi-
ble, then it is clear from the tabulations in Ta-
ble 5.1 that most of the heat capacity of the sys-
tem is in the oceanic mixed layer. Accordingly, at-
mospheric transients relax rapidly compared with
those in the mixed layer, and the heat flux is ap-
proximately independent of altitude in annual mean
models: Qnger(t) ~ Q.(o0,t). Because the land
heat capacity is also negligible compared with that
of the mixed layer, we have Q,(0,t) < Q,(0,t).
From Equations (5.13) and (5.4),

Qm(o’ t) ~ Qa}oa t) ~ QN;JT(t)

= () ITnl) - T0), (5.16)

w

where we have taken T,, to be approximately con-
stant with depth in the mixed layer. For negligible
heat transfer at the mixed layer-thermocline inter-
face, @, (h,t) = 0, the vertical flux derivative in the
mixed layer to first order is

0Qm _ Qm(0,t) — Qm{h,t)

dz h
A
~ — x (T,, - T.), 5.17
hfw X ( m ) ( )
where h is the mixed-layer thickness. Substitut-

ing this back into the mixed layer energy equation,

Equation (5.9) for 1 = m, we recover our earlier

simple model of Equation (5.6): ‘

(5.18)

dT _ [T.(t) - T)
dt Tren ’
where 7., = prCmhfu /A ~ myc,, (4TR2A) ~ 4y is
the mixed layer radiative damping time, with m,,
being the total mixed layer mass and R ~ 6.37 X
10° m is the Earth’s radius.
More generally, we can define a radiative relax-
ation time of the #th reservoir,
mi¢;

Tei = 721

@B (5.19a)
These time scales, based on the reservoir heat ca-
pacity and global thermal damping coefficient only,
are the only relevant relaxation times for reservoirs
that mix heat internally very rapidly compared with
their cooling rates, that is, for reservoirs that can be
treated as well-mixed boxes characterized by a sin-
gle temperature. For reservoirs with finite internal
vertical diffusivities k;, the diffusion times,

h?

J— T
Tdiff = ;— 3
1

(5.19b)

come into play. Because both oceanic upwelling and
diffusion operate in parallel in the UD model, its
effective vertical mixing time is

(i)
Tmiz,d =~ 'T) '
4= \hZ ' Ry

Typical values of the radiative, diffusive, and mixing
times for the atmosphere, land, mixed layer, and
deep ocean are given in Table 5.1.

The time scales listed in Table 5.1 indicate the
following important characteristics of the climate
system during transients: (1) the atmosphere and
land both relax diffusively and radiatively in a frac-
tion of a year; (2) the mixed layer “mixes” in a
fraction of a year but takes of the order of 4 years
to heat (or cool) to a new equilibrium in response
to an applied forcing; and (3) the internal mixing
time of the deep sea (taken to be 900 years) is longer
than the thermal relaxation time of the deep sea as
a well-mixed reservoir (160 years). This last result
indicates that the deep ocean must be resolved in

at least the vertical dimension for simulations of th.

(5.19¢)
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secular CO, transient response, which involve time

cales of 50-200 years.
Additional time scales enter into the problem

if horizontal resolution of the fluid reservoirs is in-
cluded, associated with poleward transport of heat
by atmospheric winds and oceanic currents. Be-
cause the meridional mixing time of the atmosphere
(~ 1.3 y, see below) is substantially greater than its
vertical mixing time (~ 0.2 y, see Table 5.1), there is
some justification in developing a one-dimensional
model resolved in latitude, with vertical adjust-
ments in each atmospheric column assumed to take
place instantly. Accordingly, a class of zonally av-
eraged energy balance climate models have been
designed to find the latitudinally resolved distribu-
tions T; = T;(¢,t), where ¢ is the latitude. His-
torically, a single temperature has been assigned
to represent the atmosphere, land surface, and
ocean mixed-layer in these formulations (Budyko
1969; Sellers 1969; North et al. 1981). Distinct
temperatures for each reservoir can be modeled if
boundary layer heat transfer is retained between
the surface and atmosphere (Harvey and Schneider
1985a, 1985b; Hsieh 1984). These EBMs typically
are driven by prescribed solar flux distributions:
(Qs(9)) for the annual mean models and Qs(¢,1t)
for seasonal simulations. Seasonal variations of in-
solation in these calculations are essentially repeti-
tive over time scales of hundreds of years of inter-
est. Again, in such EBMs the poleward heat flux
by atmospheric and ocean motions is often mod-
eled by specifying an appropriate eddy diffusivity:
ki; = —(v'T!)/0T;/0(R¢). The effect of meridional
heat transfer by the atmosphere is then approxi-
mated by adding a term of the form
_PiCiKip % 2_ {(1 _ Iz) aTi}
27 R? dzx oz
to the right-hand side of Equation (5.12) (for ¢ = a),
where = sin¢ and where the atmospheric hori-
zontal eddy diffusivity is of the order of k, , ~ 106
m? s7! ~ 3.2 x 10'®* m? y=! (Oort 1983). More
detailed analysis of atmospheric circulation statis-
tics reveals that the poleward heat flux has sensi-
ble (temperature gradient) and latent (water vapor
gradient) heat flux components of comparable mag-
nitude. The corresponding meridional mixing time
of the atmosphere,

(5.20)

2

~13y (5.21)

7-a.,h =
’ca,h
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will therefore come into play in a latitude-resolved
model. Also, at some latitudes, as much as 50%
of the total poleward flux is carried by surface
ocean currents. Again, the effect of poleward trans-
port by the mixed layer can be approximated by
adding a term of the form of Equation (5.12) to
the right-hand side of Equation (5.9) (for ¢ =
m). The effective poleward heat diffusion coeffi-
cient of the atmosphere plus oceans is then D =
[(pch), ko + (pch),, fukm]/ (27 R?); so their contri-
butions are about equal when their horizontal dif-
fusivities scale inversely with their total heat ca-
pacities. Because the mixed layer/atmosphere heat
capacity ratio is ~27 (Table 5.1), k,, », ~ 1.2 x 10*?
m? y~!, and

2

~35y. (5.22)

Tm,h =
K'm,h

The interplay of the meridional transport, atr-
surface heat exchange, and radiative cooling times
of the air, land, and water reservoirs is exhibited
in the seasonal response of zonal mean surface tem-
peratures. Because both the (solar) forcing and ob-
served thermal response are reasonably well known
in this case, Warren and Schneider (1979) have pro-
posed seasonal simulations as a test for uncertainties
in latitude-resolved EBMs. (This is a good idea for
testing GCMs as well.) Such seasonally validated
models presumably could then be used with more
confidence in long-term transient simulations such
as the CO; climate problem. However, most of the
Budyko-Sellers-North EBMs reported in the liter-
ature assume a single surface temperature, which
makes it difficult to assess the realism of air/surface
heat exchange on a seasonal scale.

However, a latitudinally and seasonally resolved
transient EBM with distinct air, water, and land
reservoirs was recently developed by Hsieh (1984),
which illustrates the kind of validation that might
be applied to test model parameterizations. Fig-
ure 5.5 shows the annual variation of Ty(t), T.(t),
and T,.(t) at ¢ = 30°N (A) and 30°S (B) computed
with this model, compared with long-term monthly
averages of surface air and water temperatures sum-
marized by Oort (1983). Both the amplitude and
phase of T, and T, are simulated reasonably well at
these latitudes, with the stronger damping of the
Southern Hemisphere arising from its greater ocean
(mixed layer) surface area. The effect of the deep
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Figure 5.5. Seasonal cycles as validation tests of the transient response of the model. (A} Zonal mean model results compared with
observations at 30°N latitude showing surface air (dashed) and ocean (solid) temperatures. (B} Same as A except for 30°S. Note that
Southern Hemisphere water and air temperatures are more highly damped by the greater surface area of the high heat capacity surface
ocean, as in Thompson and Schneider (1979) and North et al. (1984).

sea was suppressed in this simulation because its re-
sponse time is much longer than a year. It should be
noted that the surface temperature distribution pro-
duced by the annual mean insolation is not the same
as the annual mean surface temperature driven by
seasonally varying insolation. The difference arises
as a result of nonlinear feedbacks from sea ice and
other processes that occur during the seasonal cy-
cle. This suggests that seasonal cycles may have to
be resolved even in long-term simulations.

In modeling the century time scale CO; re-
sponse, it is important to remember that the deep
ocean does not behave as a well-mixed reservoir dur-
ing its turnover time of ~ 900 years (Table 5.1).
Moreover, there is a difference of at least three
orders of magnitude in ocean time scales relative
to the atmosphere’s vertical and horizontal mix-
ing times of the order of a year. The disparity
is even greater if seasonal cycles involving the up-
per ocean and atmosphere must be resolved. This
mismatch in time scales is the fundamental reason
for computational difficulties in running coupled at-
mosphere/ocean GCMs with the “fast” response of
the atmosphere limiting the model time step and
lengthening the computer running times of the deep
oceans in synchronously coupled models. This leads
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to unacceptably long computing times, except in
the case of highly idealized land-sea geometries and
forcing functions. Thus, most transient models used
to study the CO, problem to date are of the ag-
gregated reservoir, parameterized-transport type,
which can more easily incorporate realistic land-sea
fractions versus latitude. This can be an impor-
tant effect because of differences in land and ocean
heat capacities and internal mixing rates. Moreover,
fundamental physics issues still remain unresolved
in global ocean GCMs associated with the proper
treatment of convection in regions of bottom water
formation and of other vertical mixing processes.

Finally, the long-term cryosphere response has
not yet been properly incorporated in transient
models, in which a similar mismatch in thermody-
namic relaxation times exists (Hoffert and Michael
1983). Typically, the time scale of snow on land is
0.01 years, of sea ice is 0.2 years, and of continental
ice sheets is more than 1000 years.

The different response times of seasonal snow
and ice versus land ice sheets must be accounted for
in assessing transient surface albedo-temperature
feedbacks. Typically, GCMs hold glacial ice ex-
tent constant while allowing seasonal ice and snow

cover to vary interactively. This can be done with.

Projecting the Climatic Effects of Increasing Carbon Diozide



latitude-resolved EBMs as well, although the sim-
plest EBMs used in some climate sensitivity stud-
ies only compute long-term, steady-state conditions
after glacial melting or freezing has occurred. Fi-
nally, some transient EBMs are designed to study
oscillations of glacial land and sea ice over thousand-
year time scales incorporating nonlinear feedbacks
(Kallén et al. 1979; Saltzman 1982). The problem
of cryosphere-climate interactions is further compli-
cated by the fact that purely thermodynamic melt-
ing may be secondary in such scenarios as the pro-
jected break-up of the West Antarctic Ice Sheet by
melting at the undersea base (Mercer 1978). In gen-
eral, the modeling of real-world, glacial dynamics,
including viscoelastic creep and coupling with un-
derlying lithospheric plates, requires a level of geo-
metric detail and physical sophistication compara-
ble to that of GCMs themselves.

5.4 FACTORS DRIVING TRANSIENT
CLIMATE CHANGE

Having discussed the time scales over which climate
responds, we next consider some of the external
forcing components that can cause global temper-
ature deviations (anomalies) through perturbations
of the planetary radiation budget on the time scale
of fossil fuel CO, emissions.

An essential test of the realism of transient cli-
mate models is an evaluation of their ability to re-
produce observed climatic variations. To do this
requires that both the forcing and the observed re-
sponse are known over the time interval of interest.
With the possible exception of the seasonal cycle
discussed in the previous section, these conditions
are seldom, if ever, satisfied in practice. In partic-
ular, it is likely that the time series of global mean
surface temperature displayed in Figure 5.1 results
from a combination of external forcing factors act-
ing simultaneously, each of which may produce tem-
perature anomalies of comparable magnitude. It is
tempting to consider fluctuations unrelated to the
fossil fuel CO, signal as random noise. The conven-
tional wisdom is that the systematically increasing
CO, temperature signal will emerge from the back-
ground noise in the next 10-50 years (NRC 1983).
This would be a plausible conclusion from existing
models if the noise were truly random, but it may
not be the case if other factors influencing climate
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vary significantly over this time scale or if nonlin-
earities in the climate system affect the response.
Moreover, most attempts to model recent climate
changes assume that the system is perturbed rela-
tive to some preexisting steady state. Such a steady
state may not, however, be the starting condition.

Accordingly, transient climate response models
designed to explain historical records over the past
100 years and to project climate changes over the
next 50-100 years in response to some specified sce-
nario of greenhouse gas emissions, need to consider
effects of multiple forcing. If all of the forcing fac-
tors could be modeled explicitly, it might be possible
to extract the CO,; signal from historical data sets as
the residual variation, that is, removing those varia-
tions that we may be able to explain (e.g., volcanic
effects) may make more apparent the CO, signal
that would normally remain hidden in formal sta-
tistical analyses. Such superpositions of effects, for
example, are the basis of transient model calcula-
tions of Hansen et al. {1981), which show apparent
agreement with a particular historical data set and
which have been cited widely in popular accounts as
being consistent with the fossil fuel CO, greenhouse
theory (Sullivan 1981; Revelle 1982, etc.).

The main types of forcing considered thus far
that exhibit variability over time scales of years to
decades are: (1) CO, emissions from combustion of
fossil fuel and from terrestrial biospheric sources as-
soclated with large-scale deforestation; (2) anthro-
pogenic emissions of other trace greenhouse gases;
(3) variations in solar luminosity; and (4) volcanic
aerosols deposited primarily in the stratosphere. A
very readable, nonmathematical discussion of these
factors (along with an explanation of possible causes
of climate change operating over longer time scales)
is provided in Chapter 7 of Schneider and Londer’s
(1984) book. Moreover, in addition to Hansen et
al. (1981), a number of semiempirical models have
been proposed in recent years that in varying de-
grees seem to reproduce historical records more or
less successfully in terms of various combinations of
these factors (Schneider and Mass 1975; Broecker
1975; Bryson and Dittberner 1976; Oliver 1976;
Robock 1978, 1979; Gilliland 1982; Vinnikov and
Groisman 1982). A review of these models and their
relevance to the problem of detecting the effect of
the increasing CO. concentration on climate was
presented by Weller et al. (1983). These factors are
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also discussed in Chapter 6 of this volume. Here
we will briefly examine those aspects of the multi-
ple forcing issue that bear directly on modeling the
transient response.

5.4.1 Carbon Dioxide and Trace Gas Forcing

As discussed earlier, the time dependence of the
change in equilibrium temperature from fossil fuel
(and other) CO, emissions can be approximated
by an expression of the type (cf. Equation [7.7])
AT.(t) ~ B.In]c(t)/co], where B. ~ 7.92/X (~ 3.6
K for A ~ 2.2 W m~2 K~1, corresponding to
AT, ~ 2.5°C for a CO; doubling). If we know the
atmospheric concentration ¢(t) from historical data
or from a carbon cycle model driven by some emis-
sion scenario based on projection of future use of
fossil fuels, this expression permits derivation of the
transient temperature response by use of a climate
model.

The preindustrial value of the atmospheric CO,
concentration is thought to have been in the range
of 250-290 parts per million by volume (ppm); ¢, =~
270 ppm is a reasonably representative value at the
initiation of worldwide industrial emissions, nomi-
nally beginning in the year 1850 (Trabalka 1985).
Scattered observations exist into the early record
of this century, but the best documented part of
the global atmospheric CO, concentration is the
continuous data set from 1958 to date at Mauna
Loa, Hawaii (Keeling 1983). Since that time, the
record shows an approximately exponential growth
in the increase in atmospheric CO, of the form
Ac(t) = e(t) — co >~ 44.4€%019(t-1958)  Thig is con-
sistent with the exponential growth of fossil fuel
CO, during this period, assuming that about 50%
remains in the atmosphere (the so-called airborne
fraction), and the balance is absorbed by the oceans.
If worldwide deforestation was a major factor during
this period, the airborne fraction may have to be re-
vised downward, which would have significant impli-
cations for oceanic transport models (see Trabalka
1985). Future emissions are impossible to predict in
the sense of a physical model because they depend
on the availability of coal, oil, and natural gas re-
sources, the interplay of a variety of socioeconomic
and political factors, the development cycles of al-
ternate energy sources, and as yet unforeseen tech-
nological breakthroughs or setbacks. Under these
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conditions, the future is typically represented by a
set of reference scenarios. These allow analysis of
contingencies for purposes of assessment but should
in no sense be construed as deterministic forecasts.

Nordhaus and Yohe (1983) and Wuebbles et
al. (1984) have developed scenarios for c(t) based
on a combination of historical atmospheric CO,
evolution and projections of emissions and using
an assumed airborne fraction to estimate atmo-
spheric concentrations. It should be stressed that
predictions of future CO; release rates also depend
on many assumptions and uncertainties, as is dis-
cussed by these authors. In particular, Wuebbles
et al. (1984) propose a standard historical record
and a future CO, growth scenario for c¢(t) for use
in modeling studies. This standard case is given
in Table 5.2. Conversion of these concentrations
into equilibrium temperature changes for the nomi-
nal damping coefficient (A = 2.2 Wm~2 K™%) gives
values for AT,(t) shown in Figure 5.6 from 1850 to
2100 for the high, nominal, and low post-1983 emis-
sions projections of Wuebbles et al. (1984). Clearly,
in converting these values of c(t) to AT,(t), addi-
tional uncertainties are introduced because the cli-
mate model is highly simplified. These uncertainties
are discussed in Section 5.8 along with the results
shown in Figure 5.16. However, a preliminary anal-
ysis is possible. In regions where c/c, o €', where
t' =t — tinitia, the time dependence of the equilib-
rium temperature change is approximately linear:
AT, « In(c/co) o In(e*) o t' o t — tipigim- The
solution of the simple, well-mixed reservoir model
of Equation (5.6) for such linear forcing [AT,(t') =
At', where A is a constant and t' > 7,,,] is also
linear with the same slope, but lagged by the ra-
diative relaxation time: AT(t') = A(t' — 71,,.). As
a crude approximation, the effect of transient heat
storage in the deep ocean is to increase 7,,, from the
mixed-layer only value of approximately 4 y to ap-
proximately 10-20 y (Hunt and Wells 1979; Hoffert
et al. 1980; Cess and Goldenberg 1981; Dickinson
1981; Schneider and Thompson 1981; Harvey and
Schneider 1985a, 1985b; Harvey, in press), although
some authors (e.g., Hansen et al. 1984; Wigley and
Schlesinger 1985a, 1985b) have claimed oceanic lags
as large as 100 y. These are discussed later in this
chapter. For a r,,,, < t' lag, the surface tempera-
ture change from CO, follows the slope of AT, (t'),
but decreases approximately in value by the factor
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(# — 7,m)/t'". Also, for the nominal damping coef-
ficient of 2.2 W m~2 K™, the equilibrium temper-
ature change from 1850 to 1983 for these CO; sce-
narios is AT,(1983) ~ 3.6 x In(341/270) ~ 0.84°C,
although this would be doubled or halved if values of
A were 1.1 (high sensitivity) or 4.4 W m=2 K™' (low
sensitivity), respectively. Thus a nominal global
temperature rise of

AT ~ AT, (t' — 7,n)/t' ~0.84 x [(133 — 15)/133]
~ 0.75°C

is indicated over the 133-year period since 1850, for
Tem = 15 years.

Table 5.2
“Standard” Scenario of Historical and Future CO; Concentrations

to (y) ty (y) CO; Concentration (ppm)

1850 1958 c(t) = 270 x ezp [0.0014 (¢ — to)]
1958 1983 c(t) = 270 + 44 x ezp[0.019 (¢ — to)]
1983 2100 (high) c(t) = 341.4 x ezp[0.0123(t — t¢)]
1983 2100 (nominal) c(t) = 341.4 x ezp[0.0069 (¢ — to)]
1983 2100 (low) c(t) = 341.4 x ezp[0.0039 (¢ — to)]
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Figure 5.6. Global equilibrium temperature change versus time
from CO2 emissions for the HIGH, NOMINAL, and LOW emis-
sions scenarios of Wuebbles et al. (1984) calibrated to a 2.5°C
equilibrium warming for a CO; doubling; c4=270 ppm.

Admittedly, the actual response is more com-
plex because AT, in these scenarios changes slope
from 1956 to 1983 and grows with different slopes
thereafter for the three emission scenarios shown.
In addition, the deep sea response is more complex
than the well-mixed reservoir approximation. The
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qualitative conclusions of this analysis, however, ap-
parently carry over to numerical models that in-
clude these effects. Again, we will look at this prob-
lem in more detail in Section 5.5.

Because of the additional warming to be ex-
pected from other greenhouse gases (Lacis et al.
1981; Hansen et al. 1981) and a possibly greater cli-
mate sensitivity than the nominal value used here,
global warming of greater than 0.75°C since 1850
from increases in greenhouse gases are theoreti-
cally possible. Interestingly, Hansen et al. (1984,
his Figure 18) show a current equilibrium value of
AT, ~ 1.5°C from CO, plus trace gases, and a
global surface warming of AT ~ 1.0°C, including
the thermal inertial of a 110-m mixed layer. This
value is reduced to AT ~ 0.5°C when a purely
diffusive deep ocean heat sink is added. As com-
pared to other transient models, this combination
of a greater equilibrium temperature change and a
smaller physical temperature response for the tran-
sient change to date is possible only because of the
much more vigorous heat transfer to the deep sea
in Hansen’s model.

The surface air temperature data shown in Fig-
ure 5.1 indicate a global warming of more than
0.5°C from the 1880s to the 1940s. This warming
did not persist, however; it was followed by an ap-
parent leveling off and decreasing trend, with sub-
stantial short-term variability superimposed. How-
ever, a number of multiply-forced transient model
simulations suggest that these observations may still
be consistent with a growing greenhouse effect due
to contribution from fossil fuel emissions, providing
account is taken of compensatory cooling by other
factors.

5.4.2 Solar Forcing

Because planetary surface temperature is deter-
mined by the balance between absorbed solar and
outgoing infrared radiation, it is not surprising that
for many years climate modelers have theorized that
climate changes are driven by changes in solar lu-
minosity (see, e.g., Lamb 1972, for a review of early
work). However, it has only recently become pos-
sible to make sufficiently accurate direct satellite
measurements of the solar constant to test these
theories.
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In the past, estimates of the solar forcing of
transient climate changes have been based on ad
hoc correlations with variations in the number of
sunspots per year (known to vary periodically with
an ll-year cycle), changes in solar diameter, and
other features observable from Earth. Historical
measurements of the solar constant from the sur-
face of the Earth have been plagued with uncer-
tainties associated with the effect of the atmo-
sphere on the solar irradiance observations (see, e.g.,
Newkirk 1983, for a recent review of solar vari-
ability). For example, although various ingenious
methods have been employed in the Smithsonian
Institution’s long-term solar observations program
to correct for atmospheric scattering, absorption,
and so on, the cited uncertainties in AS/S are
still ~ +1.5%. For our nominal climate sensitiv-
ity parameter By ~ (238/2.2) ~ 108°C in Equa-
tion (5.7), this translates as a AT. uncertainty of
~ 1.6°C, which is about a factor of two larger
than the total observed root mean square (rms)
climate variability over the past 100 years (Figure
5.1). Clearly, these ground-based solar constant
measurements are not accurate enough to deter-
mine whether part of the fluctuations in the tem-
perature record is solar driven. In the absence of
hard data, a number of modelers have calculated
the implications for the transient response of var-
ious assumed correlations of solar variability, and
then compared their results with historical temper-
ature records. Robock (1981), for example, using
an EBM driven by (S(t)) correlated with the enve-
lope of sunspot numbers, found such forcing gave
poor predictions of the reconstructed temperature
record of the last 400 years, including the inabil-
ity of the so-called Maunder minimum in sunspot
activity to explain the European “Little Ice Age,”
the outer limits of which may extend from 1430
to 1850. Hansen et al. (1981), on the other hand,
found that the sunspot correlation with irradiance
by Hoyt (1979) helped to explain the observational
record from 1880 to 1980, when included in their
transient model (see Figure 5.11). More recently,
Gilliland and Schneider (1984), using Harvey and
Schneider’s (1985a, 1985b) transient climate model,
were able to reconstruct a somewhat different ob-
servational record for the Northern and Southern
Hemispheres, assuming a 76-year harmonic varia-
tion of solar flux based on an assumed solar radius

~

~
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variation cycle of 76 years with phase and ampli-
tude adjusted to fit temperature data. Again, the
agreement with observations looks reasonable, but
on closer examination it may be fortuitous in light of
discrepancies between the assumed solar variations
and recent satellite observations by Willson (1984,
see below).

Direct measurements of the solar constant from
above the atmosphere, with an accuracy in AS/S
of ~ 0.003%, have been available since early 1980
from the active-cavity radiometer (ACRIM) instru-
ment onboard the NASA Solar Maximum Mission
Satellite.! The percent change in solar irradiance,
AS/S, over an early 153-day period described by
Willson et al. (1981), is shown in Figure 5.7. A ma-
jor finding was that the solar constant is reduced as
much as 0.2% over time scales of 5-8 days as large
sunspot groups pass across the solar disk. Two such
incidents are visible in Figure 5.7, peaking near days
100 and 150. Longer period variations are evident
in these measurements as well, although they do
not yet extend over a full solar cycle. These data
have not yet been incorporated into transient cli-
mate models. As a recent example, unpublished
data from Willson? show the ACRIM trend line for
solar flux decreasing over the 1980-1984 time frame
when the results of Gilliland and Schneider (1984)
indicate that the solar flux should be increasing.
Moreover, a new correlation with sunspots by Hoyt
and Eddy (1982) based on the first year of ACRIM
data, which is different from that of Hoyt (1979) and
used by Hansen et al. (1981), has been developed
at the National Center for Atmospheric Research
(NCAR) for a period covering the last 100 years.
This could give different reconstructions of climate
history by transient climate models than have been
obtained thus far.

Much remains to be done in unravelling the in-
fluence of solar variations on the climatic signal. Ac-
cordingly, it may be more productive to view tem-
perature reconstructions in light of increasing data
on solar forcing as narrowing the range of uncer-
tainty by physical constraints, as opposed to vali-
dation tests as such. The best estimate, at present,

1 R. C. Willson, Jet Propulsion Laboratory, Pasadena, CA,
Principal Investigator—some problems with other instru-
ments on “Solar Max” were corrected in orbit by Space Shuttle

Challenger astronauts in April 1984, but a fairly continuous

data record exists from 1980 to the present for the ACRIM.
2 Ibid.
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Figure 5.7. Percent change in solar irradiance over a 153-day
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Figure 5.8. Estimates of material introduced into the atmosphere
by volcanoes in the 1850 to 1970 time frame. The figures show:
(A) the stratospheric loading (with the time average indicated by
the horizontal dashed line and equal to 4.2 x 1012 g), as estimated
by Mitchell (1970), and (B) the dust injected into the Northern
Hemisphere by specific volcanoes as estimated by Oliver (1976).

is that solar variability may account for fluctuations
in AT. of the order of 0.1°C or less, with phase and
amplitude to be determined by more careful analy-
sis.
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5.4.3 Volcanic and Stratospheric Aerosol Forcing

The basic mechanism of volcanic forcing is increased
backscattering of solar radiation to space by high-
altitude suspended particles—typically dust or sul-
furic acid particulate matter (aerosols) formed by
gas-phase reactions within the atmosphere. An ob-
server in space would see an increased visible bright-
ness, or albedo, as a result of the dust ve:l cre-
ated by a large volcanic eruption. For an erup-
tion to induce a significant cooling, it is impor-
tant that it deposit submicron-sized aerosol par-
ticles (or gases that form such aerosols) into the
stratosphere so that the solar radiation reaching the
surface-troposphere system is decreased. Some 15
major volcanic eruptions have occurred at irregular
intervals over the past 100 years, depositing signifi-
cant amounts of stratospheric aerosols in the process
(Figure 5.8). In addition to volcanoes, some authors
have proposed that climatic cooling may result from
dust veils created by collisions of extraterrestrial ob-
jects, such as comets or asteroids with the Earth, or
from high-altitude smoke layers that could be cre-
ated by the extensive fires that might be started by
a nuclear war (Turco et al., 1983).

The climatic effect of such aerosol injections de-
pends on the size and spatial distribution of the
particles, the height of injection, and aerosol optical
properties, such as the index of refraction, which, in
turn, depend on the composition of the aerosol. In
general a tropospheric layer is less likely to cool than
a stratospheric one, because typical tropospheric
aerosols absorb more efficiently than stratospheric
aerosols, and because of a dependence on the under-
lying surface reflectivity (Coakley et al. 1983; Potter
and Cess 1984). In addition, aerosols can induce a
small compensatory thermal-blanketing effect simi-
lar to the effect of clouds. Under certain conditions,
a tropospheric aerosol layer would even tend to heat
the surface.

Decreases of atmospheric absorptance associ-
ated with stratospheric dust loadings from major
volcanic eruptions typically induce visible albedo in-
creases of the order of Aa/a ~ 0.2%, which for our
nominal sensitivity of 8y ~ 108 K corresponds to
an equilibrium cooling of the order of AT, ~ 0.2°C.
An important consideration for transient models is
that the residence .time of submicron-sized strato-
spheric aerosol particles is a year or less, so that
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the dust loading of individual volcanic eruptions is
likely to have an effect on atmospheric albedo or
optical depth for about that time.

The effect is more complex for very massive
injections such as that proposed by Alvarez et
al. (1980) from the collision of a large asteroid or
comet with the Earth (or for massive injections of
particles from 100 Mt or greater nuclear explosions)
because severe perturbations of global wind pat-
terns can affect aerosol residence times and spatial
distributions. The transient effect on atmospheric
and ocean temperatures from the Alvarez aster-
oid impact hypothesis was computed by Pollack et
al. (1983), using a detailed time-marching aerosol
physics code and assuming as an initial estimate
that particle residence times were unaffected by the
perturbation, that is, that the aerosol lifetime was
less than one year (see Figures 5.9 and 5.10). The
significance of these results in the present context
is that the ocean mixed layer temperature change
is rather small, compared with the massive cooling
of the land surface, which drops in temperature by
~ 40°C after about 100 days. [The land heat capac-
ity is neglected, (pch), = 0, in these simulations.]
Climatically, the system recovers rapidly—in less
than 2 years. The response to volcanic injections
would be similar, but considerably less intense.

A related aspect of the dust veil forcing mech-
anism with implications for the CO, transient cli-
mate problem is the argument by some authors (a
minority) that a major driver of planetary cooling is
anthropogenic aerosol particles produced by indus-
trial activity, which compensates for, and may even
overwhelm, the fossil-fuel CO, greenhouse warming.
Bryson and Dittberner (1976), for example, claim
to reproduce a Northern Hemisphere historical tem-
perature data set with a model driven by volcanic
plus anthropogenic aerosols, in which cooling by the
latter dominates the CO, heating effect. However,
a net cooling from industrial smokestack emissions
is not very convincing because it is hard to see
how submicron-sized particles emitted at the sur-
face, or formed by chemical reactions in the tropo-
sphere, could penetrate in significant amounts into
the stably stratified stratosphere. A better case can
be made for stratospheric layers generated by vol-
canic eruptions or dust from numerous near-surface
nuclear explosions carried aloft by intense thermal
convection plumes induced by nuclear fireballs.
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Figure 5.9. Optical depth and surface light intensity versus time
after impact of an asteroid, assuming a short (<1 year) aerosol
lifetime of dust in the stratosphere prior to removal by various
scavenging processes. Source: Pollack et al. (1983).
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Figure 5.10. Transient ocean and land surface temperature re-
sponse after impact of an asteroid. Land surface temperatures
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Source: Pollack et al. (1983).

Major objections can (and have) been made to
the Bryson-Dittberner model. But, as a thought
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experiment, it is interesting to consider the impli-
cations if global cooling by anthropogenic aerosols
really dominated global warming by carbon diox-
ide and other greenhouse gases. A sudden cessation
in fossil fuel burning and associated gas and aerosol
emissions would then have the curious effect of caus-
ing a near step-function warming, because the (cool-
ing) industrial aerosols would be removed in about
a year, whereas the (warming) fossil fuel CO; in the
atmosphere would remain at elevated levels for the
thousands of years needed for mixing and reequili-
bration with the deep oceans (Michael et al. 1981).
If a significant fraction of the fossil fuel reserve is
burned, then even after the reequilibration with the
oceans, the atmospheric CO, concentration would
not return to its preindustrial level, but would re-
main at an elevated concentration associated with a
new (higher) atmosphere-ocean buffer factor (Tra-
balka 1985). The energy policy implications of the
CO; climate problem would then be reversed, with a
strategy of continued fossil fuel burning preventing
a near-term global warming. The worst problems
would come near the end of the fossil fuel era, when
the increased equilibrium temperature, uncompen-
sated for by cooling aerosols, would suddenly be-
come very large. A more plausible, but still spec-
ulative, mitigating strategy might be intentionally
to seed the stratosphere with a reflecting aerosol
layer from high-altitude aircraft to compensate for
CO, and trace gas warming [see, e.g., Budyko (1962,
1972, 1977) for discussions of intentional anthro-
pogenic climate modification by aerosol layers|. Of
course, the fallout of such layers would have to be
continuously replenished for very long periods dur-
ing, and virtually indefinitely after, the fossil fuel
era to prevent a major latent greenhouse warming.

5.5 REVIEW OF TRANSIENT MODEL
RESULTS

In reviewing results of transient models of the CO,
climate problem that have been developed thus far,
it should be remembered that the state of the art of
climate modeling in general, and transient climate
modeling in particular, is still essentially at the level
of sensitivity studies—numerical experiments illus-
trating the relative importance of specific effects.
The confidence level of such models is considerably
less than, for example, a finite-element structural
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code that might be used in the design of a bridge.
Even certain fairly complex fluid-mechanical pro-
cesses, such as the three-dimensional flow over a su-
personic vehicle like the Space Shuttle, can be simu-
lated with some confidence because it is possible to
validate and refine predictions made from numeri-
cal codes against wind-tunnel and flight test data.
As indicated in Chapters 3, 4, and 5 of this volume,
there has not yet evolved a comparable approach to
validation and testing of transient climate models,
either as a whole or with regard to their internal
parameterizations, that would permit development
of high confidence in model projections.

Nonetheless, the overall system is understood
well enough to know that the climatic transient re-
sponse from fossil fuel burning is damped mainly
by heat storage in the world’s oceans, as indicated
by our earlier time scale analysis. All the transient
models discussed here, including those currently un-
der development, recognize this fact and include
oceanic heat storage to some extent. Indeed, a nat-
ural way to characterize different transient climate
models is by the amount of physical detail pertain-
ing to ocean geometry, circulation, and mixing that
they incorporate.

5.5.1 Horizontally Averaged Models

The theoretical basis of horizontally averaged mul-
tireservoir climate models was discussed in Section
5.3. Models of this type are described by Equa-
tions (5.10a) through (5.10d) and (5.12), along with
their ancillary relations and boundary conditions.
In most cases, for example in a radiative-convective
model, the flux expression of Equation (5.10a) is run
to a steady state in Equation (5.12). In some cases,
even simpler approximations are used to express the
equilibrium temperature variation for specified forc-
ing of the type given here by Equation (5.5). For
forcing functions that change on time scales longer
than a year, this approximation is justified by the
fact that the atmosphere relaxes to a steady state in
much less than a year, whereas the mixed layer and
deep sea relax over time scales of decades to cen-
turies. This permits a partial decoupling of the at-
mospheric and oceanic calculations. Similar consid-
erations are often invoked to justify asynchronously-
coupled atmosphere-ocean GCMs (see Chapter 4 of
this volume).
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We consider first the transient model of Hansen
et al. (1981, 1982). Conceptually simple, it was one
of the early models to seriously explore the multi-
ple forcing issue in the fossil fuel CO, context and
was able to reproduce reasonably well the historical
temperature record of the period from 1880 to 1980.
This model provided the scientific framework for re-
cent projections and analyses by the U.S. Environ-
mental Protection Agency (EPA) on the CO, green-
house problem (Seidel and Keyes 1983; Hoffman et
al. 1983). These EPA reports, in turn, have them-
selves received considerable attention by the scien-
tific and popular press (Abelson 1983; Shabecoff
1983) and, therefore, have influenced the popular
perception of probable climatic effects of contin-
ued fossil fuel consumption. In view of its influ-
ence, it seems appropriate to reexamine the model
of Hansen et al. (1981) more critically in light of the
foregoing considerations.

In their early transient models, Hansen et al.
(1981) treat the deep sea as a one-dimensional
purely diffusive (PD) zone of specified vertical dif-
fusivity k. This is equivalent to Equation (5.10d)
for the vertical deep sea flux with no upwelling
(w = 0). Substitution of this into Equation (5.12)
gives the unsteady one-dimensional heat-conduction
equation,

My _ 9 [ (5.23)

-2 [

ot 9z| 8z’
which the authors solve simultaneously with a
mixed layer slab model of the form (Hoffman et

al. 1983)

dT,, (T.-T,.) [= a:rd}
it - . +[h,,, 52l &%

where the last term represents the heat trans-
ferred across the mixed-layer thermocline interface
at z = 0. As indicated earlier, the only steady-
state (8T;/dt = 0) deep ocean profile possible with
the PD model is T; equal to a depth-independent
constant, not a very realistic depiction of the ob-
served exponential depth dependence of ocean tem-
perature profiles. It would have been relatively easy
to generalize this approach to an upwelling-diffusion
(UD) model (Hoffert et al. 1980; Cess and Golden-
berg 1981; Harvey and Schneider 1985a, 1985b) that
includes the thermohaline upwelling that Hansen’s
model ignores.
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The results of the model of Hansen et al. for mul-
tiple forcing are illustrated in Figure 5.11. The two.
panels show the predicted global surface tempera-
ture anomaly for an ocean model with only a mixed
layer and for an ocean model with mixed layer plus
a PD deep ocean when the system is forced by ex-
ponential CO; growth (calibrated to AT, = 2.8°C
for a CO, doubling), compared with a surface air
temperature historical time series. The effects of
progressively adding volcanic dust and solar forc-
ing according to semiempirical correlations are also
shown. The final curve (bottom of panel B) shows
an apparently very acceptable agreement with ob-
servations. The k-value used here was ~3150 m?
y~!, which Hansen et al. (1981) cite as a represen-
tative world-ocean average value of tritium-derived
eddy diffusivity across the upper thermocline.
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Figure 5.11. Calculation of historical surface air temperatures in
response to multiple forcings. Panel (A) shows the observed tem-
peratures (dotted) and the response of a simple mixed-layer model
of the ocean to various forcings (solid curves). Panel (B) shows
the response of a model having an ocean with a purely diffusive
thermocline layer below the mixed layer. Source: Hansen et al.
(1981).

More recently, Hansen et al. (1984) have been
working with a horizontally resolved PD world
ocean. In this work they utilize tritium-derived cor-
relations for k proportional to 1/N*, where N is the
Brunt- Vaisala frequency of the local water column
(N = \/[g/p)3p/3z, where g is the gravitational ac-
celeration and p the density of seawater). The corre-
lations are derived from local transient tritium ver-

tical profiles in the thermocline used to deduce «’s .
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Figure 5.12. Calculation of historical surface air temperatures
in response to multiple forcings using a mixed layer model of the
ocean with a purely diffusive thermocline. The thermocline con-
ductivity has been adjusted in each case to give the best possible
fit to the observations (solid curves). Results are shown for mod-
els with equilibrium climate sensitivites to CO2 doubling of 5.6°C,
2.8°C, and 1.4°C (dashed, dotted, and dot-dashed curves, respec-
tively). Source: Hansen et al. (1982).

(by fitting PD model results in which vertical mix-
ing balances radioactive decay of tritium to helium-
3) and observations of the thermocline vertical den-
sity structure at the same location.

Although these results of Hansen et al. (1981)
look impressive, so also (for example) do those of
Gilliland and Schneider (1984), who compared their
model output to a different data base and made dif-
ferent assumptions regarding the solar and volcanic
forcing. Such unreconciled results demonstrate that
the parameters and effects chosen, which may be
chosen either intentionally or subconsciously to rep-
resent the observations, are not yet uniquely deter-
mined. How to differentiate between these different
and differing approaches is the question.

In fairness, there are troublesome assumptions
when we look at any historical reconstructions.
What is needed to reduce the overall uncertainty
is to analyze these systematically in comparison
with independently known information. Examples
of areas needing attention are the solar variabil-
ity and volcanic dust veils used in forcing these
transient models. The fact that the PD transient
ocean model can only recover an unrealistic (uni-
form with depth) temperature profile may also be a
more serious problem than it seems. The PD model
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has sometimes been justified on grounds that it is
only being used to calculate a small perturbation
of oceanic heat flux from the steady state. But a
small perturbation analysis of a slightly more com-
plex upwelling-diffusion (UD) model does not yield
a PD model, but rather another UD model to rep-
resent the perturbation. Such conceptual problems
cannot be resolved unless one uses a more realistic
ocean model.

Moreover, the simple carryover of eddy diffusiv-
ities derived from tritium measurements for use as
thermal eddy diffusivities in the oceanic thermocline
is questionable. Bomb-generated tritium decays ra-
dioactively to helium-3 with a half-life of 12.3 years,
which makes the effect of upwelling on the verti-
cal profiles from which the effective diffusivities are
derived fairly small. At the typical upwelling ve-
locity of w ~ 4 m y~1, the profiles are pushed up
only about 50 m each decay time (i.e., 12.3 years),
which would be hard to identify in the GEOSECS
data from which the correlations are derived. It is
also known that diffusivities calibrated on the same
data set using UD and PD models give different
K’s [see, e.g., Hoffert et al. (1981), for a discussion
of this effect on carbon cycle models calibrated on
radiocarbon profiles|. Finally, it may be inappropri-
ate to carry over the effective diffusivities for tracer
mass penetration into the upper ocean, which oc-
curs largely along isopycnals, to thermal diffusion
problems in which isopycnal mixing plays a much
smaller role (see Section 5.5.3). The result of mak-
ing a simple analogy locally between mass and heat
diffusion could well be an overestimate of « for the
transient climate problem.

In a later study, illustrated in Figure 5.12,
Hansen et al. (1982) examined how x would have
to be modified to account for different values of
AT. for CO, doubling. Not surprisingly, a more
sensitive climate (smaller A) requires more vigorous
heat transfer to the deep sea (bigger k) to best fit
the solution through the observations. Unlike the
mixed layer relaxation time, which gets larger as A
decreases, the eddy diffusivity x is probably a rela-
tively fixed property of the ocean circulation. (For
large perturbations in climate, ocean circulation
patterns, bottom water formation zones, and so on
can of course change, thereby affecting x, which im-
plicitly includes all of these processes.) Wigley and
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Figure 5.13. Transient temperature response to a step function forcing. Results are from the oceanic upwelling-diffusion (UD) model
of Hoffert et al. (1981) assuming 100-m mixed layer depth, x =2000 m? y~}, w = 4 m y~!1. Ocean temperature is shown versus time;
the dashed curve is for the mixed layer only, the solid curves are for the UD model with different values of the polar warming parameter
I1, and the dot-dash curves are the corresponding values of mean deep ocean temperature.

Schlesinger (1985a, 1985b) recently obtained an ap-
proximate analytic solution for the case of the tran-
sient mixed layer coupled to a purely diffusive ocean
[Equations (5.23) and (5.24)]. In their solution, the
diffusive flux at the mixed layer-thermocline bound-
ary in Equation (5.24) has the form:

[n oT

h 9z
where u is a dimensionless coefficient that depends
on the forcing T.(t), f. is the ocean fraction, and
74 ~ mh?/x is a characteristic diffusion time that de-
pends on the mixed layer thickness h and the verti-
cal deep ocean eddy diffusivity k. For step function
forcing, u ~ 1.5; for linear forcing (i.e., the expo-
nentially increasing CO, concentration), u ~ 2.2.
The corresponding e-folding time for the stepfunc-
tion caseis 7 ~ K f2x(AT.)?, where K is a constant,
and AT, = AQngt/A is the equilibrium tempera-
ture change. Accordingly, for a given radiative per-
turbation, 7 scales with x/AZ? for step forcing in the
Wigley-Schlesinger model. Thus, PD ocean models

] ~ —pf, (rat) 22T | (5.25)
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with large «’s and small A’s can produce lag times as
long as 100 years for step forcing, while for the vari-
able T (t) case characterizing the growing CO; com-
ponent of climate forcing, they can predict global
responses substantially below the local equilibrium
response (e.g., Hansen et al. 1984; Schlesinger et
al. 1985). The physical realism of such purely diffu-
sive, high-« oceans will be reviewed again in Section
5.5.3 in light of recent oceanographic research.

The response of UD and PD models to step
function forcing as modeled by various authors is
illustrated in Figure 5.13. In the study of Hoffert
et al. (1980), the effect of varying the polar warm-
ing parameter II—the ratio of “polar sea” to mean
surface ocean temperature changes—in a UD deep
sea transient model was studied. As indicated in
the figure, the deep sea delayed the final approach
to equilibrium relative to a model having only a
mixed layer; an increase in polar warming had the
largest delaying effect. Under current conditions,
where high-latitude bottom water temperatures are
fixed by the freezing point of seawater, Il is likely .
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to be near zero, although most climate models pre-
dict a polar amplification of surface air tempera-
ture. Although high-latitude ocean temperatures
may not vary much due to the presence of sea ice,
annual mean surface air temperatures may change
by a relatively large amount as the length of the
period during which sea ice is present is perturbed.
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Figure 5.14. Transient temperature response to a step function
forcing. Model calculations are taken from Harvey and Schneider
(1985a, 1985b), with base case parameters similar to those of Hof-
fert et al. (1981) and with I1 = 0. The solid lines are mixed layer
temperatures with {A) four-box ocean model; (B) UD model, base
case; (C) x reduced by half; (D) w reduced by half; (E) w = 0;
(F) x and w reduced by half. The dot-dashed lines show the cor-
responding responses of the deep ocean and the dashed line shows
the surface air temperature response.

The step function response of the UD deep
ocean is characterized by an initially rapid rise,
dominated by the mixed layer, followed by a slower
approach to the final equilibrium. This is apparent
from the results presented in Section 5.3, which sug-
gest that the mixed layer only response scales with
A1, and from Wigley and Schlesinger’s (1985a, b)
results, which suggest that the long-term PD re-
sponse scales with kA~2. Harvey and Schneider
(1985a, b) have analyzed the transient response of
UD and PD ocean mixing models, including the ef-
fects of internal feedback processes in the deep sea
on ocean transport processes. Figure 5.14, taken
from their paper, shows the effect of varying the
upwelling and diffusion parameters on the response
characteristics. An important result is that setting
w = 0 while holding x constant at its UD value
(curve E) gives the longest response time of all
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Figure 5.15. Transient temperature response to step function

doubling of CO2 found by Hansen et al. (1984). The solid lines
show the surface temperature response for a model with a mixed
layer ocean of the depth shown; the dotted lines show the response
for a box-diffusion (BD) model with x = 3150 and 6300 m? y~! (1
and 2 cm? s71), as indicated. The equilibrium sensitivity of the
model is 4.2 °C.

cases studied, although a larger x, and according
to Wigley and Schlesinger (1985a, b), a smaller A,
would have delayed the response even more.

In a recent independent analysis of Hansen’s
long delay time (shown in Figure 5.15), Harvey
(1985) used globally averaged and land-sea-resolved
transient EBMs that closely duplicate the results of
Hansen et al. (1984) when integrated using their
assumptions. His findings indicate that Hansen et
al. have overestimated the global mean transient re-
sponse time scale by about 25%, and that the er-
ror at high latitudes is probably even greater, inde-
pendent of possibly spurious large ocean diffusivity.
Thus, the 350-year e-folding time that Hansen et
al. obtain in the North Atlantic may be closer to
70 years. This figure could probably be reduced by
another factor of two as a result of spuriously large
vertical ocean diffusivities used by Hansen et al. at
high latitudes.

Before leaving our review of horizontally aver-
aged model results, it is important in confronting
the CO, climate problem to ask: How, according
to these models, is the change in global mean sur-
face air temperature likely to vary with projected
increases in the atmospheric CO; concentration?
How, moreover, are these predictions affected by the
uncertainties in climate sensitivity that are evident
in present GCMs? To address these questions, the
response of the Hoffert et al. (1980) UD transient
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Figure 5.16. Transient temperature response to CO2 forcing. Global surface temperature for CO2 scenarios of Wuebbles et al. (1984)
computed with transient upwelling-diffusion (UD) ocean model of Hoffert et al. (1980) with xk =2000 m? y =}, w = 4 m y~! and 7 = 0.
(A) Ta(t) from 1850 to 2100 with the nominal damping A = 2.2 W m~2 K~?! and three post-1983 CO; emission scenarios. (B) AT,(t)
over the same period with the nominal emission scenario, but three different damping coefficients (sensitivities); A = 1.1, 2.2, and 4.4

Wm—2?2 K1,

one-dimensional ocean model to the standard CO,
forcing scenarios of Wuebbles et al. (1984) has been
calculated. The results are shown in Figure 5.16.
Figure 5.16A shows the air temperature tracking
the equilibrium temperature rather closely, with a
lag of ~15 y for all three scenarios, reinforcing our
earlier results with the simple model forced by a lin-
ear ramp function in AT,. Figure 5.16B illustrates
the effect of doubling and halving A relative to its
nominal 2.2-W m~2 K~! value. The lower A curves
correspond to a greater AT,(t) response—although
these do not quite scale with A=! as does AT,—
indicating that for the case of practical interest, the
longer response times do not markedly compensate
for larger equilibrium temperature perturbations in
the transient response. The significance of this is
that climate sensitivity must be known to a better
accuracy than at present to improve the predictions
of transient climate change to within a factor of two.

The foregoing results, with all their caveats,
can be construed as an approximate bracketing of
the consensus of transient model predictions for the
next century’s CO, greenhouse effect. In this re-
stricted sense, they are consistent with the EPA’s
estimate of a 2°C warming from fossil fuel CO,
and other greenhouse gases by the middle of the
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next century (Seidel and Keyes 1983). More com-
plex scenarios than the reference one of Wuebbles et
al. (1984) can be envisioned in which fossil fuel use
is rapidly phased out by taxing or other policies,
or in which fossil fuel use is decreased by societal
feedbacks based on observations of global warming
(Michael et al. 1981). Consider, for example, the
finding by the Strategic Studies Staff of the EPA
that:

Worldwide taxes of up to 300% of the cost of fossil fuels

(applied proportionately based on CO; emissions from

each fuel) would delay a global 2°C warming only about

5 years beyond 2040 (Seidel and Keyes 1983, p. v).
Although this, and related, conclusions of various
policy-oriented studies have important implications
for the appropriate societal response to the carbon
dioxide climate problem, the robustness of this type
of statement is unclear at present, and should be es-
tablished as an independent goal in itself. The im-
plications of models would be more clear if it could
be shown that specific predictions based on tran-
sient climate models were sufficiently robust, that
is, insensitive to identified uncertainties.

A final point is that although most of the hor-
izontally averaged transient models discussed here
could be adapted to multiple climatic forcing, from
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a feedback control theory viewpoint, the role of the
oceans is essentially to supply passive damping to an
externally imposed signal. It is possible that some
of the climate variability shown in Figure 5.1 is due
to short-period self-oscillations of the climate sys-
tem. It is known, for example, that unforced GCMs,
if left to themselves, exhibit interannual variability
in their simulated climates (see, e.g., Figure 5.11).
What is not clear is whether these are simulating
natural internal oscillations. If such oscillations are
indeed influencing the observed signal, it is impor-
tant to be able to estimate their effect on the de-
tectability and predictability of a CO, warming.
A possible mechanism for internal short-period cli-
mate oscillations is discussed in Section 5.5.3. In
any event, these processes are yet to be incorpo-
rated in simple models for the CO, climate problem,
but could well have important, perhaps counterin-
tuitive, effects.

5.5.2 Latitudinal Effects

Because it may be difficult to identify the global
temperature increase from rising CO; concentra-
tions, it would be helpful to have an estimate of
the transient response with some horizontal resolu-
tion. Such models are needed for purposes of policy
analysis and planning and to provide necessary in-
put to ecological and societal impact studies. Thus,
the Conclusions and Recommendations of the Na-
tional Research Council’s (NRC) Carbon Dioxide
Assessments include:

The lagging ocean thermal response may cause impor-

tant regional differences in climatic response ... The

role of the ocean in time-dependent climatic response
deserves special attention in future modeling studies,
stressing the regional nature of oceanic thermal iner-
tia and atmospheric energy-transfer mechanisms (NRC

1983, p. 74-75).

However, the need for such models does not en-
sure their near-term availability in validated form.
It was apparently not appreciated at the time by the
authors of the NRC report (which cites numerical
models [i.e., GCMs] as “the primary tools for inves-
tigating human impact on climate” [p. 270]) that a
substantial disparity existed within the GCM com-
munity in predictions by different modelers of the
long-term equilibrium, latitude-dependent warming
from a CO, greenhouse effect. The wide range of es-
timates became especially clear after the study by
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Schlesinger (1983), whose comparison of the long-
term change in zonally averaged air (or surface)
temperature for a CO, doubling predicted by six
different GCMs is reproduced here in Figure 5.17.
A considerably more detailed comparison is made in
Chapter 4. Not only are the global means different,
but the latitude dependence—the extent of polar
amplification by the model—varies from model to
model. The reasons for these differences are cur-
rently under intense study and are likely to be a
function of different model sensitivities associated
with how each GCM parameterizes its internal feed-
backs. The lack of a consensus in even the steady
case underscores the potentially greater uncertain-
ties associated with transient latitude-dependent
models.

Because of uncertainties in the equilibrium re-
sponse (see Chapter 4 of this volume), results of
latitude-dependent transient models are often ex-
pressed as a fraction of the equilibrium tempera-
ture rise versus time attained at each latitude. Lat-
itudinal differences in the continental and oceanic
heat capacity are the most obvious cause for such
a differential response. These are important ef-
fects and can be examined with latitude-resolved
energy balance models (EBMs) without delving too
deeply into the dynamic oceanography of the ther-
mocline, deep sea mixing, and so forth. Schneider
and Thompson (1981) conducted such a study, in-
cluding the influence of different surface heat capac-
ities versus latitude that are associated with a re-
alistic, variable land-sea fraction (Figure 5.18). For
step function forcing, they found that high latitudes
equilibrate more slowly than do the tropics and that
the Southern Hemisphere response lags that of the
Northern Hemisphere, owing to its greater oceanic
surface area.

These results suggest that a realistic character-
ization of continental and marine surface areas is
needed to assess the latitudinal response of transient
models properly. For example, simulations with the
idealized topography, coupled atmosphere/ocean
GCM developed at GFDL (Bryan et al. 1982; Spel-
man and Manabe 1984) should be interpreted care-
fully. These researchers modeled the transient re-
sponse to an instantaneous change in CO, concen-
tration. The atmosphere-ocean coupling was done
synchronously (i.e., the same time step was used to
integrate the air and water GCMs). Because of the
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Figure 5.17. Equilibrium response of various GCMs versus lati-
tude. Schlesinger (1983) compared the change in zonally averaged
surface air (or surface) equilibrium temperature simulated by five
different GCMs for doubled CO2. The two Washington and Meehl
(1983) curves are preliminary 198-day averages. The results of
the Manabe and Wetherald (1975, 1980) results are plotied sym-
metrically about the Equator. Inclusion of the results of Hansen
et al. (1984) with a 4°C global mean temperature rise would in-
crease the scatter somewhat toward the high end, especially in low
latitudes.

widely different response times of the two domains,
however, many hours of computer time would have
been needed had the GFDL group not considered a
highly simplified sectorized continent-ocean geome-
try. The model atmosphere and oceans were taken
as being hemispherically symmetric and periodic in
the zonal direction with land and oceans occupying
adjacent 60° sectors. The transient response, glob-
ally averaged and on a latitude-by-latitude basis of
this GFDL atmosphere-ocean GCM to step func-
tion forcing, is shown in Figure 5.19 |{from Bryan et
al. 1982; more recent results by Spelman and Man-
abe (1984) are somewhat different]. These results
show a relatively rapid response of atmospheric tem-
perature equatorward of 45°, but a relatively slow
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Figure 5.18. Latitudinal transient response of Schneider and

Thompseon’s (1981) energy balance model. {A) Response of model
having constant mixed layer depth and “quadratic” energy trans-
port. (B) Response of model having latitude-dependent mixed
layer depth.

response poleward of that latitude; the temperature
response of the ocean was only about half as rapid
as that of the atmosphere. After about 10 years,
the proportion of the atmospheric response became
approximately independent of latitude, from which
Bryan et al. (1982) concluded that while the oceans
delay the signal, equilibrium GCMs could be used as
an adequate guide to the nature of climate response.
However, given the disparity in the latitudinal de-
pendence of the equilibrium temperature response
for different GCMs, it is not clear that this result
would apply to other models. Furthermore, it is not

Projecting the Climatic Effects of Increasing Carbon Diozide




0.55

0.5 ‘“" s

/\' va'b-"q. 4/1-
0.4

0.3

TEMPERATURE RESPONSE (*C)
=]
o

30°

90°N
75°
60° |
45°

LATITUDE

30°
15°
0° {

Dy U

15 17 18 21 23 25

YEARS
Figure 5.19. Latitudinal response of a three-dimensional atmos-
phere-ocean GCM. (A) Upper curve is world average SST versus
time for case with sudden COg2 doubling; lower curve is control
run without COy forcing. (B) Same model, normalized thermal
response versus latitude and time: upper panel is for surface ocean,

lower panel for surface air. Shading shows regions where the re-
sponse is greater than 50% of the equilibrium response.
Bryan et al. (1982).

Source:

evident that the same conclusion would apply to the
GFDL model with realistic geography.

Shown in Figure 5.20 are predictions of tran-
sient surface temperature change versus latitude
and time by North et al. (1984) using an EBM with
horizontal resolution. Although it is much simpler
in terms of transport processes (no dynamics), the
model of North et al. (1984) incorporates a more re-
alistic distribution of surface heat capacity (tied to
the present distribution of continents and oceans)
than does the GFDL model. As expected from ear-
lier work of Thompson and Schneider (1979, 1982),
there is a pronounced asymmetry in the results of
North et al., with the lower-heat-capacity Northern
Hemisphere warming faster than the Southern, a
difference that is missing from the hemispherically
symmetric GFDL model. On the other hand, the
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Figure 5.20. Normalized response of temperature after an instan-
taneous CO, doubling based on the study of North et al. {1984)
using a two-dimensional (latitude-longitude) spherical harmonic
expansion EBM with realistic geography.

coupled GCMs show other features, such as differ-
entlal response rates of surface air and water tem-
peratures, that can be important to consider in com-
parison with data.

5.5.3 Testing of Transient Models:
Some Recent Findings

We have repeatedly stressed the need for better
methods for testing transient models against the
real behavior of the climate system, particularly
over the 10-100 year time scales of the CO, prob-
lem. What emerges from this review is that present
models can provide us with semiquantitative, and
sometimes only qualitative, results because they
have been inadequately tested against real data.
Too often, the data that are available only provide
a few independent pieces of information. By judi-
ciously choosing model parameters, reasonable or
even good agreement can often be obtained. Many
feedbacks and internal response mechanisms have
been neglected, however, thereby introducing fur-
ther uncertainty. Finally, it is worth remember-
ing that observational data must always be inter-
preted in the context of some paradigm or theory,
and there are still questions regarding the proper
level of model at which to develop interpretations.
How then is progress to be made in improving the
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ability to make reliable forecasts of transient cli-
mate changes arising from CO, emissions? We now
consider some possible new approaches to develop-
ing and testing increasingly more realistic models in
light of recent research findings.

A major question in developing an appropriate
model to study the transient storage and internal
transport of heat by the oceans is the relative impor-
tance of mean motion, which is explicitly calculated
by ocean general circulation models (OGCMs), as
compared with transport by unsteady turbulent ed-
dies below the resolution scale of the finite differ-
ence grid, which must somehow be parameterized.
Wigley and Schlesinger (1985a, b) closely approxi-
mated the transient heat uptake with an appropri-
ately calibrated one-dimensional model having both
explicit and subgrid mixing parameterized as verti-
cal eddy diffusion. This allowed more rapid integra-
tion of the transient atmosphere-ocean model, but
the outstanding question, in addition to the valid-
ity of their approximations, is whether the OGCM
results on which such simpler models are based can
themselves be considered realistic, given the present
state of the art.

The conceptual advantage of OGCMs relative to
models in which transport is entirely parameterized
would be clear if the explicitly computed mean mo-
tion were responsible for most of the heat transport.
One measure of the importance of mean versus eddy
transport is the kinetic energy of mean motions ver-
sus that in turbulent eddies. Dickson (1983) re-
cently summarized the results of the POLYMODE
ocean field experiment and related studies aimed
at measuring the relative partitioning of mean and
eddy kinetic energy in the oceans. These clearly
indicate that eddy energy dominates mean kinetic
energy in the main thermocline by factors of 3-10 al-
most everywhere, except for relatively narrow zones
(e.g., western boundary currents) where the system-
atic mean flow becomes very intense. Kinetic energy
profiles from current moorings in the North Atlantic
are given in Table 5.3.

Major physical processes controlling the fluid
dynamics of the oceans are the Coriolis force aris-
ing from the Earth’s rotation, which dominates the
inertial terms in the momentum conservation equa-
tions, and the generally stable density gradients in
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Table 5.3
Turbulent Kinetic Energy in Eddies
and Mean Motion from Long-Term Current
Moorings in the Saragasso Sea of the North Atlantic.

keddy kmean
z (m) (m? 572) (m?s72) keddy/kmean
500 9.1x 10™¢ 1.3x 104 7.0
1000 7.7x 10~4 2.5x 104 3.0
2000 1.1 x 10~4 0.4 x 104 3.0
4000 0.5x 10~* 0.5 % 10—4 1.0

Note: Data are three-mooring averages in POLYMODE Array 1,
Station A, ~28°N, 58°W (Dickson 1983). The turbulent kinetic
energies are defined kmean = 1/2({u)2 + (v)2), keaay = 1/2([u'?]+

[v'2])-

the ocean, which tend to suppress instabilities. (Lo-
cal regions with unstable density gradients are re-
sponsible for the formation of high-latitude bottom
water and are often treated in models by convective
overturning adjustments.)

The horizontal flow in stably stratified ocean
basins is approximately accounted for by a theo-
retical mode] based on a quasi-geostrophic balance.
Such a model describes a wealth of oceanic phe-
nomena ranging from internal planetary waves to
the complexities of geostrophic turbulence (Robin-
son 1983). Quasi-geostrophic motions are approx-
imately hydrostatic and approximately horizontal.
They generally occur in rotating stratified fluids
along constant density surfaces (that is, along-
isopycnals, which are generally inclined at a small
angle to the horizontal and which outcrop at the
surface at high latitudes). The spatial scale of the
motion along isopycnals is of the order of the Rossby
deformation radius—that is, the vertical scale h,
multiplied by the ratio of the Brunt-Vaisala buoy-
ant frequency N to the Coriolis parameter f. Typ-
ical values in the thermocline are h, ~ 10° m,
N ~ 5 x 1072 s7!. The corresponding spatial
scale of eddies on isopycnals is ¢, ~ h,N/f ~ 50
km, which is too small to be resolved by the hor-
izontal finite-difference grid of hundreds of kilome-
ters employed in conventional OGCMs (Sarmiento
and Bryan 1982; Schlesinger et al. 1985). These
OGCMs produce steady-state mean velocity fields
[(u), (v)], but not the eddy fluctuations [u'(t), v'(t)]
that contain most of the observed kinetic energy,
even though it is recognized that the latter must be
treated as subgrid parameterizations.
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Nevertheless, because unsteady turbulence is in
principle described by the unsteady, three-dimen-
sional Navier-Stokes equations, numerical solutions
with grids small enough to capture unsteady ed-
dies should predict such eddies. Indeed, such tran-
sient eddies have been produced numerically by fine
mesh eddy-resolving ocean general circulation mod-
els (EGCMs). Complete calculations would require
both prohibitively long running times and very large
memory capacity on current computers to deal with
the flow in global scale ocean basins. In the ab-
sence of these capabilities, no EGCM as yet occu-
pies more than a fraction of one or two ocean gyres.
These findings have made a major impact on physi-
cal oceanography. As Carl Wunsch (1984) observes:

The EGCMs have led to a shift in outlook—they made

clear that the general circulation has to be obtained from

the average of many realizations of the instantaneous
time-dependent flow field. Unless some as yet [undevel-
oped| stmple parameterization of the eddy field is found,
the relationship between steady models of the ocean cir-
culation, and the time average of time-dependent models

18 gotng to remain remote, and perhaps unbridgeable (our

emphasis) (p. 198).

These considerations suggest that more work
is needed in modeling the turbulent mixing pro-
cesses that have important effects on the ability of
the oceans to store heat during periods of transient
climate change. Such studies would affect all lev-~
els of the modeling hierarchy, from one-dimensional
columns to three-dimensional OGCMs. We have
already remarked that the implied diffusivity nor-
mal to isopycnals, k,,, based on global temperature
profiles and upwelling estimated from global bottom
water formation rates is approximately 2000 m? y~?!
(see Garrett 1979; Miiller 1979; and Turner 1981)
for discussions of the mechanisms leading to this dif-
fusivity). The eddy diffusivity for momentum along
isopycnals in the thermocline can be estimated from
mixing length arguments as (Launder and Spald-
ing 1972) vr ~ £, X (kegay)'/? ~ 5 x 10'° m? y~1,
where the numerical value is based on the Rossby
deformation length eddy scale and the eddy kinetic
energy of Table 5.3 at 500-m depth. This is about
a factor of 24 less than the meridional mixed layer
eddy diffusivity, k., ~ 1.2 x 102 m? y~!, esti-
mated earlier from implied oceanic poleward heat
transport rates, and about a factor of 5 less than
the along-isopycnal eddy diffusivity for tracers de-
duced from radium 228 contours along isopycnals in
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the abyssal ocean by Sarmiento et al. (1982), that
is, kK, ~ 2 x 10'* m? y~1. It may nonetheless be
a reasonable estimate if we consider that poleward
heat flux in the mized layer is dominated by mean
currents and that tracers may diffuse along isopyc-
nals at different rates than momentum.

Because temperature perturbations in the upper
ocean from transient climate changes are difficult to
measure directly, and in any event are sparse, some
recent models (Hansen et al. 1984; Schlesinger et
al. 1985; Wigley and Schlesinger 1985a, b) use eddy
diffusivities calibrated against bomb-generated ra-
dioisotope tritium data, with values of 4000-10,000
m? y~!, or more. Li et al. (1984) recently estimated
the globally averaged tritium-derived vertical eddy
diffusivity as ~ 5400 + 600 m? y~!, although lo-
cal values are substantially higher in the high lat-
itude North Atlantic (Hoffert and Broecker 1978).
The models used to fit these diffusivities to observed
profiles assume that the time derivative of tritium
concentration is balanced by vertical eddy diffusion
and radioactive decay to helium-3. An alternative
(Hoffert et al. 1980; Harvey and Schneider 1985a, b;
Watts 1985) is to estimate diffusivities from steady-
state global mean temperature (or density) profiles
with a steady upwelling-diffusion model. As we
have seen, the latter approach gives a lower global
mean value, ~2000 m? y~!. We now consider how
eddy transport along isopycnal horizons can lead to
greater apparent vertical diffusivities for transient
tracers, as opposed to heat.

To date there are only three isotopic data sets
suitable for global modeling: the distributions of
natural radiocarbon, of bomb-produced radiocar-
bon, and of tritium (from data collected at the time
of the GEOSECS surveys: Atlantic Ocean, 1972-
1973; Pacific Ocean, 1973-1974; and Indian Ocean,
1978). However, the natural pre-bomb radiocarbon
data are limited, and the GEOSECS radiocarbon
data need to be corrected for the pre-bomb radio-
carbon distribution. Therefore, the tritium distri-
butions are often claimed to provide the most valu-
able information, under the assumption that their
penetration is analogous to that of heat. Figure 5.21
compares Atlantic Ocean GEOSECS tritium con-
tours (upper panel) with isopycnal contours zonally
averaged across the Atlantic basin (lower panel).
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Although both constant-property contours show ef-
fects of equatorial upwelling—which for the poten-
tial density gives rise to the characteristic double-
lobed structure of isopycnals in the thermocline—
the tritium is much more hemispherically asymmet-
ric, as a consequence of more concentrated inputs
from Northern Hemisphere bomb testing. One re-
sult is that, for example, at latitudes in the vicin-
ity of 30°-40°N and depths of 200 m, tritium con-
tours slope downward at angles of the order of
4 ~ —2 X 10~* (radians), whereas the isopycnals
at approximately the same location slope upward
at an angle a ~ +1 x 10~*. The implications of
tritium contours cutting isopycnals at some small
angle—in this case, 8 = v~ a ~ —3 x 107 *—may
be very important in some regions of the ocean when
calculating heat uptake.
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Figure 5.21., Latitude-depth contours of tracers and potential
density in the Atlantic basin. (A) Transient tritium contours in
tritium units (tu) from bomb testing measured in 1977 (1 tu = 1015
% [moles of tritium in seawater/moles of hydrogen in seawater])
from Broecker and Peng (1982). (B) Steady-state Atlantic basin
isopycnals in units of Ap = p — pg (kg m~3), where po = 1000
kg m~3 is a reference density (Levitus 1982).
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Figure 5.22 depicts a horizontal-vertical (y, z)
coordinate system and a coordinate system (s,n)
fixed to isopycnals, where the latter defines the
principal axes for turbulent mixing in the stratified
ocean. Generically then, e and ~ are the angles be-
tween the horizontal (y) axis and the constant-p and
constant-¢ surfaces, respectively, where ¢(y, 2) is a
constant along the contour of any tracer (tempera-
ture, salt, tritium, etc.). The angle between them
is 8=+v- a, and a, 8, and v are, from the geom-
etry of ocean basins, much less than unity. From
the definition of these slopes given in Figure 5.22,
a =~ and # = 0 when ¢ is a linear function of p. In
Figure 5.23 we plot the normalized vertical profiles
¢*(2) = (¢ — ¢)/(q. — ¢s), where subscripts s and b
denote conditions at the surface and 4-km depths,
respectively, for temperature, salinity, and poten-
tial density, horizontally averaged over the world’s
oceans by Levitus (1982). The variable ¢* is con-
venient because properties that are linearly related
will collapse to a single curve. Notice that, although
p = p(T, s) in general, the density and temperature
curves are quite similar, despite a marked variation
in salinity. This suggests that on a global basis
density and temperature are approximately linearly
related and that isotherms are nearly isopycnals.
A similar conclusion is intuitively clear from the
two-dimensional plots of isotherms and isopycnals
in Levitus (1982).

p{y.z) = constant
(isopycnals;

qiy.2) = constant,
where a s any property

dp/dy
dp/d¢

Y~tany T - [d_z_] = —GQ/(”
J, 2 dy EEVET:
Figure 5.22. Schematic diagram of two-dimensional horizontal-
vertical (y, z) and along-acrossisopycnal coordinate systems, where
p = constant is an isopycnal surface that defines the principal axes
(s, n) for turbulent mixing in stratified oceans.
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Figure 5.23. Normalized profiles of potential temperature, salin-
ity, and density averaged over the world’s oceans (from Levitus
1982). The temperature, salinity, and density are shown and com-

pared to a theoretical exponential curve having a scale-height of
500 m (shaded).

This apparent digression bears directly on the
question of the difference between the vertical eddy
diffusivities of heat and tracers in the ocean. It
can be shown (Hoffert 1983) that the effective ver-
tical eddy diffusivity of a tracer that cuts isopyc-
nals at a local angle 8 is k ~ k,, + 8%k,. Typical
values of cross- and along-isopycnal diffusivity were
discussed at the beginning of this section. Figure
5.24 shows k versus |3| for measured values of x,
and k,. Also indicated are the ranges of vertical
eddy diffusivities obtained or used by various inves-
tigators, including those used in simple transient
climate models. The curve can be interpreted as
follows. The smallest vertical diffusivity possible is
equal to the cross-isopyncnal diffusivity and occurs
when constant property surfaces are coincident (or
nearly coincident at |3| <« 107%); as |B] increases
to the order of 107%, an additional component of
vertical diffusivity appears due to the projection of
the along-isopycnal diffusivity on the vertical. For
example, at the high latitude North Atlantic loca-
tion discussed earlier where tritium contours have
a |B] ~ 3 x 107*, we expect k ~ 15,000 m? y~?!
from this curve, which is in the range derived by
Hoffert and Broecker (1978) from vertical tritium
profiles in the Norwegian Sea. (It was recognized
by these authors that some of this could be due to
transport along isopycnals.) However, and this is
the important point in the present context, the ver-
tical diffusivity for heat at that location could be
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Figure 5.24. Effective vertical eddy diffusivity of an oceanic prop-
erty versus its cross-isopycnal slope, 8. The diffusivity is given by
k{8) = kn + B%k,, with k,, = 2 x 103 m? y~! (Garrett 1979) and
Ky = 2x10'! m? y~1 (Sarmiento et al. 1982). Some tracer-derived
values of x obtained or used by various investigatorsare also shown
for comparison.

much closer to 2000 m? y~!, in view of the closer

coincidence of isotherms and isopycnals.

Finally, these considerations lead to alternate
interpretations of inverse correlations between the
local vertical eddy diffusivity and the degree of
stratification proposed by some authors. Some
years ago, Sarmiento et al. (1976), on the ba-
sis of preliminary GEOSECS and other data, pro-
posed a correlation of the form k ~ (constant)/N?,
whereas more recently Hansen et al. (1984) pro-
posed an even stronger dependence of the form
k ~ (constant)/N* based on the entire GEOSECS
tritium data set. This stronger dependency is as-
sociated with the very high tritium diffusivities at
high latitudes where the Vaisala frequency becomes
small owing to the more nearly isothermal struc-
ture of the water column. However, |8] can be-
come “large” at high latitudes, which would also
give a high tritium diffusivity (but not necessarily a
high thermal diffusivity) for different reasons. This
raises questions regarding the validity of the very
large vertical diffusivities of heat at high latitudes
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used in the transient climate model of Hansen et
al. (1984). These questions can only be resolved by
a better understanding of multidimenstonal oceanic
eddy transport and isopycnal mixing. The main
point here is that tests of ocean transport models
need to be developed that are both driven by tracer
data and incorporate our best understanding of che
relevant physics and fluid mechanics.

More generally, it is crucial to continue compar-
ing models with observed climatic variations from
year to year in terms of a variety of external forc-
ing and internal response mechanisms. A close and
ongoing interaction between theory and observation
is needed for model developers to identify essential
mechanisms and to forestall the tendency of certain
classes of climate models to become a world unto
themselves. This objective is recognized at least
implicitly by the National Climate Program, an in-
teragency project designed to answer key climate
questions under the National Climate Program Act
of 1978.

In the 1983 Annual Report of this program
(NOAA 1984), some important new findings were
presented relating to the mechanisms of transient
climate change discussed here: El Chichén, one of
the most massive volcanic eruptions of the past 100
years, occurred in Mexico in April 1982 and was an-
ticipated to affect the Earth’s radiation budget in
a nontrivial fashion. In response both NASA and
NSF initiated coordinated observation programs in
which it was established that Arctic light extinction
values after the eruption increased some two orders
of magnitude above background values and that ex-
tensive clouds of sulfuric acid droplets were gener-
ated at middle latitudes in the stratosphere over the
western United States. Model predictions indicated
that this volcanic increase of stratospheric particles
should decrease the global mean surface tempera-
ture, as discussed previously in Section 5.4.3. But
the expected surface cooling of a few tenths of a de-
gree Celsius (MacCracken and Luther 1984), com-
parable to the volcanic effects described in the mod-
els of Hansen et al. (1981) and Gilliland and Schnei-
der (1984), was not observed. In fact, what the
transient climate models discussed here would have
predicted as a major, volcanically induced cooling
was entirely overwhelmed by an internal feedback
not predicted by any existing model; namely, the
winter 1982-1983 El Nifio—an unusual warming of
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the eastern and midequatorial Pacific with accom-

panying rains in Ecuador and Peru. As it actually‘

happened, El Nifio, not El Chichén, was the most
significant global climatic event of 1982-1983.

An El Nifio results when the easterlies de-
crease and warm water in the western Pacific Ocean
spreads eastward across the basin and covers the
normally cool upwelling region in the eastern Pa-
cific. Such events can be viewed climatically as
quasi-periodic surfacing of localized water blobs
from deeper ocean layers with 2-7 year variable cy-
cles (Pan and Oort 1983). But the key question is
what internal feedback processes produce this cy-
cle? One possibility is internal fluid dynamic insta-
bilities in upper ocean circulation, which can pro-
duce corresponding fluctuations in global tempera-
ture. Such processes differ from the external fore-
ing discussed earlier because they arise from the in-
ternal dynamics and thermodynamics of short-term
oceanic heat storage, and should, therefore, be pre-
dictable in principle.

To better represent such atmosphere-ocean feed-
backs, Wunsch (1984) has remarked that more em-
phasis is needed to understand the climatic state
of the ocean itself. In a recent paper, Roemmich
and Wunsch (1984) reexamined vertical tempera-
ture profiles of two transatlantic sections at nom-
inal latitudes of 24°N and 36°N, originally sur-
veyed during the International Geophysical Year
(IGY 1957-1959), and found significant warming
25 years later in an ocean-wide band from 700-
3000 m depths, and subsurface cooling above this.
Watts (1985) has studied this type of variation with
an upwelling-diffusion transient ocean model of the
type described here. He concludes:

It seems unlikely that the variations in temperature
of the deep water reported by Roemmich and Wunsch
would have been caused by [surface] radiation variations.
If they were caused by variations in the thermohaline cir-
culation, then these variations might have been respon-
sible for sizable variations in the surface temperature of
the oceans, and perhaps even variations in the global
climate (Watts 1985, p. 84).

The mechanism by which transient surface tem-
peratures can be affected by upwelling rates in
an upwelling-diffusion ocean model is as follows
(the surface [mixed| layer temperature heating rate
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dT /dt is described by Hoffert et al.[1980] and in,

. Section 5.3 of this review):

ar T.-T
dt Trm

H(E) [Srrwr-1)] )26

where the first term is the contribution of mixed
layer thermal damping and the term in the { }
braces is the contribution of heat transfer at the
mixed layer-thermocline boundary. To evaluate the
coupling term at the boundary, it is necessary to si-
multaneously solve an upwelling-diffusion equation
of the form

(k8T /9z + w(T — T,)]

oT o
- 27
ot oz (5.27)

in the deep ocean numerically (or analytically, if
possible). Under steady conditions—or if a hypo-
thetical adiabatic wall separated the mixed layer
from the underlying ocean—the term within braces
vanishes, since upwelling balances vertical diffusion
of heat. However, a sudden increase in upwelling
causes the upwelling (positive) part to dominate the
(negative) diffusion part of the term in braces, thus
warming the surface. The system works like a heat
pump for the deep ocean in which cooling of the
deep sea produces surface warming. Watts (1985)
imposed a periodic variation in w(t) and computed
the corresponding variations in T'(z,t) in the wa-
ter column. He showed that deep sea temperature
changes can be induced that are out of phase and
different in magnitude with those at the surface,
perhaps mimicking the changes observed by Roem-
mich and Wunsch (1984). Although these calcula-
tions are suggestive, they leave open the question:
What drives w(t)?

Harvey and Schneider (1985a) have performed
numerical experiments to illustrate the influence of
feedbacks between surface temperature changes and
upwelling rates (or bottom water source tempera-
tures) when the system is externally forced by a
step function change in surface radiation (or T),
and found the possibility of overshooting in the re-
sponse for certain parameter values. In a related
work for illustrative purposes, Hoffert et al. (1985)
took the analysis an additional step by proposing an
ad hoc combination of stabilizing and destabilizing
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feedbacks between the surface temperature pertur-
bation AT = T - T, and the upwelling rate, of the
form

w = wo + «AT — BAT?, (5.28)

where w; Is the long-term upwelling rate, and «
and 3 are coefficients chosen empirically. For small
AT’s, the system is unstable because surface warm-
ing (cooling) leads to greater (smaller) upwelling,
which leads to still more warming (cooling). In-
deed, a purely unstable system with § = 0 can lead
to an unphysical thermal runaway if the instability
becomes large enough to overwhelm the mixed layer
damping. However, for large excursions in AT, the
stabilizing term BAT? comes into play, which pre-
vents a runaway. It was found that this system,
even without external forcing (T. = constant), can
exhibit self-excited limit cycle oscillations that often
characterize this type of nonlinear system. Non-
linear oscillations are also produced when the sys-
tem is forced by greenhouse gases, volcanic aerosol
injections, or solar variations, but because of the
strong nonlinearities, the principle of superposition
that characterized the multiply-forced linear damp-
ing models of Hansen et al. (1981, 1982, 1984) and
Gilliland and Schneider (1984) is destroyed. In-
stead, the system modulates the imposed signals
in counterintuitive ways with unanticipated phase
sh:fts and amplifications.

An example of the output of the Hoffert et
al. (1985) model applied to the historical air tem-
perature signal of Jones et al. (1982} is illustrated in
Figure 5.25 for wo =8 m! y ', «a =2.6 my~ ! K-1,
and # =29 m y ! K. Along with the tempera-
ture anomaly data, the figure shows the response of
the purely linear model to nominal CO, forcing with
the nominal mixed layer damping (cf. Figure 5.16),
and the response to the same forcing when the non-
linear feedback is allowed to operate. Perhaps for-
tuitously, this parameter choice gave a fairly good
description of the trend of the data (not including
the rapid interannual oscillations). However, we
emphasize that this model was developed only to
provide insight, and not to be taken too seriously
in terms of predictions at this level of development.
What is important at this stage is the possibility
that we may be seeing internal oscillations, or non-
linear combinations of internal oscillations and ex-
ternal forcing, in the climate records, in contrast to
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the claims of some modelers that the record is es-
sentially explainable in terms of external forcing and
linear damping by some fraction of the oceanic heat
capacity. Much work remains to be done to unravel
the specific mechanisms that can produce such feed-
back in terms of realistic physics. The resolution of
these issues is of obvious importance to modeling
and detecting the transient CO, component of the
global temperature signal and eventually to predict-
ing their future course with some confidence.
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Figure 5.25. Global surface temperature anomalies from 1880
to 1980 from upwelling-diffusion model (with and without air/sea
feedback) and compared to observations.

We believe that careful comparison and analysis
of model results with interannual climate observa-
tions, together with a continuous and interactive de-
velopment of atmosphere-ocean climate models in-
formed by oceanographic data, is the best research
strategy at present for progress in modeling tran-
sient climate change in general and fossil fuel CO,-
induced changes in particular.

5.6 CONCLUSIONS AND RESEARCH
RECOMMENDATIONS

A number of approaches and levels in the climate
modeling heirarchy are under active development
with the goal of predicting the transient climate re-
sponse from increases in CO,. In this chapter, we
have attempted to review and analyze the key issues
and model results to date. The following major con-
clusions have emerged from the review:

e Climatic Forcing: The transient response of
the global climate over the 10-100 year time
scales of the CO, climate problem is proba-
bly driven by several external factors acting

simultaneously—including time variations in in-
cident solar flux, volcanic aerosols, and amounts
of CO. and other greenhouse gases in the atmo-
sphere, as well as internal factors such as varia-
tions in internal ocean dynamics.

Transient Response: The response of global
temperatures to external forcing is not instanta-
neous but is delayed by thermal damping, pri-
marily by the oceanic mixed layer and upper
thermocline of the ocean. Thermal storage and
mixing by these reservoirs can cause a lag rela-
tive to imposed cooling or warming tendencies
of the order of 10-20 years. The actual response
depends on the details of the time-dependent
forcing and can exhibit marked variations with
latitude owing to variations in surface heat ca-
pacity associated with variations in latitudinal
land-sea fractions. In hypothetical step function
transitions from one steady-state climate to an-
other, models with greater climate sensitivities
take longer to reach a new, steady state, with
the absolute response being relatively indepen-
dent of climate sensitivity during the very early
stages. However, with standard CO, scenarios,
the more sensitive climate models predict signif-
icantly larger temperature changes during the
transient as well as at the reference equilibrium
state. Models with greater vertical heat transfer
rates in the ocean are able to damp larger exter-
nal forcing, so the relation between climate sen-
sitivity and ocean heat transfer must be care-
fully considered in assessing model results for
temperature histories. The observed interan-
nual climate response may also depend on in-
ternal feedbacks of the system—EIl Nino, the
Southern Oscillation, and so on—which have
not yet been adequately represented in available
climate models.

Testing Models: The development of reliable
predictions of transient climate change is ham-
pered by lack of a clear validation strategy for
testing models against observed data. Thus far,
the testing of climatic GCMs has been confined
largely to sensitivity studies and more recently
to model intercomparisons that display a con-
siderable diversity in predictions of, for exam-
ple, the zonal-mean distribution of surface tem-
perature changes from a COQO,-induced warm-
ing. Moreover, GCMs require long running
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times to compute transient changes and have
. not been used as yet to explore the more realis-
tic case with multiple forcing factors. Most ex-
isting transient models are simpler and involve
some level of horizontal averaging of the climate
system. Often the anomaly data provided to
modelers for verification studies do not indicate
unambiguously which physical mechanisms are
responsible for the observations. Present ap-
proaches to model testing do not provide unique
results. For example, a number of different mod-
els for transient climate change can apparently
be constructed, by calibrating “unknown” coef-
ficients and forcing functions such that each can
reasonably reproduce a given historical data set
of interannual global temperature anomalies. It
is also possible to approximate a given temper-
ature history by varying parameters such as cli-
mate sensitivity and ocean heat transfer rates
simultaneously and compensatorily in a given
model for a given forcing. Models still have too
many degrees of freedom relative to the data
available to constrain them.

o Consensus CO, Warming: Transient climate
models currently available, when run with stan-
dard scenarios of fossil fuel CO, emissions, indi-
cate a global warming of the order of 1°C by the
year 2000, relative to the year 1850, and an ad-
ditional 2°-5°C warming over the next century.
However, the sensitivity of such predictions to
known uncertainties of the models—that is, the
robustness of CO, warming predictions—has
not yet been extensively explored.

The resolution of uncertainties in transient cli-
mate models will require a variety of approaches, in-
cluding especially closer interaction between model-
ers and those engaged in data analysis. Resolution
and reconciliation would also be fostered by more
interaction between climate modelers and physical
and chemical oceanographers, whose disciplines all
have something to contribute to understanding the
transient climate problem. The following specific
recommendations for future work are based on these
findings.

e Model Development: In the long run, well-
tested, coupled atmosphere-ocean GCMs may
be able to serve as operational tools for simu-
lating transient climate changes, but these are

not now available. Work is proceeding to de-
velop such models, but they are unlikely to be
available in reliable form for at least the next
10 years. A major priority of near-term GCM
research on the CO, transient climate problem
should therefore be to understand and resolve
the substantial differences in steady-state pre-
dictions between existing GCMs, with the even-
tual goal of testing the models against observa-
tions. Ocean-atmosphere GCMs having realistic
geography should be further developed to incor-
porate properly variable heat capacity effects on
the transient response and on the incorporation
of efficient and accurate asynchronous coupling
methods to reduce computing time. In addition,
much more work is needed in modeling climate
at lower levels of the modeling hierarchy to de-
velop physical insight, to study the effects of cli-
mate sensitivity, to incorporate and make com-
parisons with varieties of observational data, to
focus on specific mechanisms of the transient re-
sponse, and to make near-term forecasts of tran-
sient climate change.

Oceanic Heat Storage and Mizing: Because
ocean GCMs are generally limited in their abil-
ity to resolve explicitly eddies and small-scale
dynamical features responsible for vertical heat
transport, more work is needed with lower level,
but physically motivated, models of the dynam-
ics and transport of the upper ocean. It is par-
ticularly important to understand the relative
importance of across- and along-isopycnal mix-
ing, and mean motion by both the thermoha-
line and wind stress-driven components of the
ocean circulation, on the transport and storage
of heat in the upper ocean. The role of con-
vection and bottom water formation, equato-
rial upwelling, midlatitude gyres, and latitude-
dependent oceanic mixed layers in establishing
the heat uptake rates of different parts of the
ocean needs to be understood as well. Such
models should be tested and calibrated indepen-
dently against a variety of oceanographic tran-
sient and steady-state tracers. More attention
is needed in differentiating between mechanisms
that act selectively on heat versus mass trans-
port, such as isopycnal mixing. In addition,
thermodynamic energy balance models should
be extended to intermediate levels of complexity
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to explore the role of the oceans with multiple
thermodynamic reservoirs, latitude- and depth-
resolved oceanic heat transfer, sea ice, and non-
linear internal feedbacks.

The Role of Observations: Beyond making se-
lective comparisons of transient model results
with observations, it is essential to develop a
validation strategy to reduce the uncertainties of
the transient CO; climate problem. In this con-
nection, a variety of conceptually related, but
observationally independent, data sets are avail-
able through the Department of Energy Carbon
Dioxide Information Center at Oak Ridge Na-
tional Laboratory, including seasonal and inter-
annual surface air and water temperatures of
the Earth, data from the GEOSECs and Tran-
sient Tracers in the Ocean program on vertical
profiles of oceanographic tracers, and indices of
volcanic dust amounts and sunspot correlations
over the past century. A careful analysis of these
data in the context of climate and ocean mod-
els should be performed to reveal how the data
can best be used to extract maximum informa-
tion. Ideally, some data sets should be used to
develop and calibrate models, and other, inde-
pendent data sets should be used to validate
them. A possible strategy to test a simple two-
hemisphere transient climate model (e.g., Har-
vey and Schneider 1985a) is as follows: Use
seasonal climate simulations (where both the
forcing and response are known) to test over-
all model physics and sensitivity independent of
the deep ocean, geochemical tracer data to de-
velop and calibrate deep ocean models, satellite
data on solar output plus historical sunspot ob-
servations to calibrate solar forcing, and dust
veil indices plus models to calibrate greenhouse
forcing. The observed temperature history of
the last 100 years should then be available as an
independent data set for testing the transient
model. Variations of this approach, perhaps
more effective, are also possible for other model
types. We recommen